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ABSTRACT 

In the healthcare industry, chronic disease prediction is crucial. It is crucial to diagnose the illness early. Large amounts of 

data are generated in computer science as a result of significant technological advancements. Many medical databases are 

created as clinical information networks advance. Data mining, the process of managing vast amounts of diverse data and 

extracting insights from it, has emerged as a crucial area of study. Early illness detection, patient treatment, and community 

services from huge data creation in the biomedical and healthcare communities are all benefited by the accurate analysis of 

medical data. Nowadays, one of the main areas of research is the management and extraction of knowledge from vast amounts 

of diverse data. Accurate processing of health data helps the biomedical and healthcare communities by improving patient 

care, early illness detection, and community services. However, analytical precision is reduced if medical data is not 

sufficiently consistent. For the domains of biomedical pattern recognition and master learning, the perception and diagnosis 

of chronic disease are guaranteed to be consistent. Additionally, the decision-making approach's goal is pushed. The study 

of high-dimensional, multi-modal biomedical data can be effectively addressed by machine learning. In computer science, 

chronic disease prediction is crucial. Early detection and prediction of chronic disease is crucial. The dataset for chronic 

obstructive pulmonary disease is used for analysis by the suggested model. Using supervised machine learning techniques 

such as Random Forest, Multiplayer Perceptron, Logistic Regression, Stochastic Gradient Descent, and XG boost, we 

provide a chronic obstructive pulmonary disease prediction system. Next, we examine classification techniques for predicting 

chronic diseases using a variety of criteria, such as accuracy, precision, sensitivity, ROC, and AUC. 
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1. INTRODUCTION 

Chronic illnesses are one of the leading causes of death in the modern world. The chronic illness is slowly gaining hold over 

the patient before eventually taking over. Chronic illness develops gradually and lasts for a long time. Early detection of 

chronic disease is necessary to prevent it from becoming unmanageable and to enable prompt treatment. According to the 

World Health Organization (WHO), the primary categories of chronic illnesses include diabetes mellitus, cancer, heart 

disease, and long-term respiratory conditions such chronic obstructive pulmonary disease (COPD) [13][15]. WHO (2004), 

Overall, COPD has been responsible for 2.8 fatalities worldwide, with China and India accounting for 65% of these deaths 

[1]. Comparatively speaking, there aren't many studies focused on respiratory conditions, particularly COPD, which is the 

subject of our investigation. According to WHO (2020), COPD affected 210 million people worldwide and was the third 

leading cause of mortality in that year. Emphysema and chronic bronchitis are two of the lung disorders that are referred to 

be COPD. Breathing becomes difficult due to COPD, a disorder that worsens with time [16]. There are two forms of COPD, 

which is a prevalent lung condition [11]. Both chronic bronchitis and emphysema [2]. It causes irritation of the alveoli, which 

are tiny air sacs. The air sacs become rigid with time and stop allowing carbon dioxide to leave your blood and oxygen to 

enter. Both the big and small airways swell and fill with mucus when someone has chronic bronchitis [4]. The mucus can 

obstruct the airways, making breathing difficult. Both categories are common in patients with COPD. This illness takes years 

to develop. Signs can be reduced and the condition can be prevented from worsening with early treatment. Smoking, working 

in a polluted workplace where we inhale a lot of dust, fumes, smoke, or gases, and hand smoke are the main causes of COPD 

[3]. COPD symptoms include persistent coughing, wheezing, dyspnea, and tightness in the chest. It must be taken care of, 

which poses a risk to human activity and increases the risk of lung cancer [9]. Due of their prevalence in causing death and 

disability globally, the review focuses on conditions like diabetes, cardiovascular disease, and chronic obstructive pulmonary  
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disease. These days, data science is crucial for analyzing large amounts of data. These days, health prediction is crucial 

because of the ways that modern life is lived. In light of this COPD scenario, we suggested a COPD prediction model to 

forecast COPD in its early phases [12]. 

2. PURPOSE AND OBJECTIVE OF THE STUDY 

Early COPD identification is crucial to preventing the condition from getting worse. Early diagnosis of COPD is crucial for 

doctors to treat patients appropriately and prevent its progression. In medical care, individuals' preexisting problems can be 

managed and prevented from contributing to the development of COPD. In this regard, a number of models are put up to 

forecast COPD in its early stages. According to the evaluation, the author focused more on this chronic illness than others. 

We are developing a model that can forecast patients at an early stage of COPD. The suggested models are effective enough 

to forecast both healthy (Normal) and COPD [5]. Our method is based on a machine learning model that is more effective 

and has a greater accuracy rate in predicting COPD and normal. Our goal is to investigate how the suggested machine learning 

classifier is affected by both discrete and hybrid features. Our approach uses the ROI (Region of Interest) feature from the 

lung mask to predict the COPD patient. We guarantee that our approach will assist medical professionals in determining 

whether a patient has COPD or not. The system's goal is to assist medical professionals in predicting patients and referring 

them for additional treatment. The suggested solution aims to lessen the workload for practitioners by predicting and 

examining the return on investment of lung masks. For healthcare professionals, we suggested work to create a deserving 

system that could produce precise statistical reports and make flawless predictions. The common symptoms of COPD include 

limited airflow and ongoing respiratory difficulties. Chronic COPD is a major cause of death and depression globally, placing 

a financial and social burden on society [17]. According to a survey study, air flow is consistently restricted. Every year, 

patients in India's tertiary care facilities pass away as a result of inadequate modern monitoring. Because of chronic 

pulmonary obstructive disease (COPD), 17% of patients die. With the aid of a report produced by the system, the suggested 

model informs patients whether or not they are in the primary stage of COPD [6]. We believe that medical professionals 

should be able to tell patients whether they have mild COPD or not. Since we started the system with characteristics generated 

from ROI of lung mask CT images, the results are beneficial in many ways, allowing patients to be informed of the condition 

of lung mask infection. The suggested model's ability to provide predictions effectively aids medical professionals in 

evaluating patients based on system parameter reports and administering the proper care [8]. In the event of a lung infection, 

our algorithm can also detect a patient's health status early enough to alert them before they reach the latter stages of COPD. 

Our approach aims to prevent patients from reaching the worst phases of chronic diseases, which lessens the strain on the 

healthcare industry in a time when everyone on the planet is afflicted with them [7]. Our suggested model analyzes the 

effectiveness of the suggested machine learning technique on a number of metrics and assesses the impact of feature selection 

from ROI of CT images of lung masks using machine learning classifiers. We calculate the derived features of the COPD 

machine learning dataset's CT pictures. We use the suggested machine learning approach to illustrate the model with hybrid 

features and discrete feature selection. Our algorithm analyzes the COPD machine learning dataset and uses a subset of the 

dataset's attributes to determine whether a person has COPD or not [14]. 

• Examine the current body of knowledge based on machine learning applications.  

• Choose a dataset sample that contains data on chronic obstructive pulmonary disease. 

• Apply feature pre-processing to the dataset, which includes feature reduction and feature selection. 

• Use supervised machine learning techniques to create predictive models. 

• Examine models and choose the most accurate prediction model based on the average classification accuracy for 

chronic disease prediction. 

3. PROPOSED FRAMEWORK 

Although there are other machine learning models, supervised and unattended models are the most widely used. If the input 

and output values are saved in the training data, supervised learning can take place. Each collection of data that contains the 

inputs and the anticipated outcome is given a tracking signal name. As the inputs are loaded into the model, the training 

process is carried out based on the variation from the processed outcome. A COPD patient is represented as 1 and a normal 

(healthy) person is represented as 0. The proposed machine learning model was trained using COPD Machine Learning 

Datasets, 2020, and the training COPD dataset was DLCST [8]. The Frederikshavn testing dataset, which was created as a 

distinct testing dataset, was used to evaluate the model. GSS and KDEI feature datasets are included in the training dataset. 

These characteristics are assessed using the ROI of patient CT scans. Previously, we looked into GSS features, which are 

ROI intensity value histograms. Four scales, eight filters, and histograms are used to create the resulting GSS characteristics. 

We conducted tests using a mixed feature set of both features as well as individual GSS and KDEI. The machine learning 

model is fed the suggested model training cases and labels, and the model with the optimal hyperparameter is chosen. The 

learning algorithm is optimized using the grid search method, which looks for the optimal parameter and retrained model 

based on grids. To validate the trained model, the training dataset is divided into validation sets. If validation is necessary, 
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the Grid search method is used to identify the best model [10]. 

 

Figure 1: Proposed architecture 

Features from CT scans of patients at the National Jewish Center in Denver, Colorado, are obtained from the COPD Machine 

Learning Datasets (2020). This COPD dataset includes a collection of features that were obtained from the ROI of a chest 

CT scan. The DLCST training dataset and the Frederikshavn testing dataset are included in this COPD dataset. Two features, 

gss and kdei, are derived (extracted) from the provided dataset. We represent KDEI for KDEI and GSS for GSS.  It is a 

technique for turning unprocessed data into functions that more accurately capture the fundamental issue with forecasting 

models, improving prediction performance with fresh data. Feature engineering primarily aims to achieve two things: 

• Creating a suitable dataset that complies with the requirements of the machine learning algorithm. 

• A machine learning model with improved machine learning efficiency. 

From the disease dataset represented by "n" qualities, the feature selection process seeks to extract the fewest optimal 

features. The feature selection approach for the analysis of chronic disease data is shown in Figure 3.1 below. The chronic 

disease dataset is provided as input to the filter-based feature selection methods, as shown in the image. Based on the features' 

merits, the filter-based feature selection chooses the feature. The proposed method will use the notion of probabilistic 

discrepancy to calculate the merit of the characteristics. Therefore, using potential statistical metrics like the correlation 

coefficient, mutual information, probability density, fisher score, standard error, and z score, the feature's relevance is 

assessed. By preventing the chance of repetition, this leads to the creation of an ideal subset of the features, which will have 

a direct effect on the prediction outcome. Because filter approaches don't require the models to be trained beforehand, they 

are substantially faster than wrapper techniques. The accuracy of the machine learning classifier is used by the wrapper 

technique to determine the feature significance. The wrapper approach is typically more accurate than the filter approach. 

However, the wrapper method is computationally demanding because it requires fitting the machine learning model with 

these feature examples before the relevance of the features can be determined. While filter techniques may not always be 

able to discover the best subset of features, wrapper methods will always find the important features by using the statistical 

model to comprehend the underlying assumptions and potential hypotheses in the data. 

Label Set L(i) = {COPD(1), NORMAL(0)} is the dataset labeled for the proposed model, which was trained using Feature 

Set F(i) = {GSS(i), KDEI(i)}. Gathering and preparing feature and label data from the raw COPD machine learning dataset 

values is the first initialization step. The model's behavior is controlled by hyperparameters during the hyperparameter tuning 

procedure. The hyperparameter, which masterfully controls the model's nature, improves the algorithm while it is being 

prepared. Initialization provides the training model with these effective parameters. The cost of the specified hyper-parameter 

controls the machine learning training model's learning. When the model is initialized, hyperparameters are passed inside 

the contentions. The problem of selecting a collection of optimal hyperparameters for a learning computation is known as 

hyperparameter tuning or advancement in artificial intelligence. A boundary whose value is used to control the preparatory 

interaction could be called a hyperparameter. However, the estimates of a few others, such as the bounds of hub loads, are 

typically learned. It is also possible to anticipate that different constraints, loads, or rates will result in different information 

architectures inside an identical serene AI model. This kind of boundary is thought of as a hyperparameter, and by adjusting 

the model with this boundary, the critical thinking skills were effectively enhanced. Due to the hyperparameter setting's 

typical independence, the grid-search method is both embarrassingly parallel and suffering a dimensionality current. The 

grid search approach is arguably the most fundamental and basic way to tune parameters. The Grid search approach is used 

to generate models with the optimal hyperparameter combinations, examine each model, and select the best outcome system. 
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4. EVALUATION 

The training phase and the testing phase are the two main components of the suggested paradigm. As we covered, the three 

feature section techniques are a crucial component of feature preprocessing. Training and testing are included on the proposed 

system's base page. Feature selection and feature reduction provide the foundation of the suggested model. Figure 2 displays 

all of the suggested model's significant possibilities. The COPD dataset under discussion is used as the train dataset, which 

is fed for training purposes before being tested and metrics from the model are estimated.  

 

Figure 2: Snapshot for base page of the proposed COPD prediction model 

The weights of several qualities produced by the entropy technique without taking into account the preferences of CR 

vehicular nodes are shown graphically in Figure 3. When the sum of these is 1, they are referred to as objective weights. 

Figure 4 displays the network selection ranking for spectrum handoff using these weights, excluding CR vehicular node 

preferences. 

  

Figure 3: Snapshot of loading of training dataset (COPD) 

In order to lower the dimensionality of the data, Figure 4 highlights key processes of principal component analysis on scaled 

features. Several PCA sets were created using the input features. 
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Figure 4: Principal component analysis graph 

Figure 5 displays the ROC curve for the chosen classifier, which indicates performance at various thresholds using the 

classifier's TPR and FPR. In order to display the performance of every classifier, this option additionally generates the AUC 

graph of the chosen algorithm and the combined ROC graph for the chosen features. 

 

Figure 5: Snapshot of ROC curve of selected classifier for COPD prediction 

the comparison between the suggested predictive model and the performance of the prior model. AUC and accuracy, two 

crucial categorization metrics, are used to compare prediction models. Our machine learning approach for predicting COPD 

looks at the outcomes of earlier models. 

 

Figure 6: Performance comparison (AUC) graph of the proposed model and previous model using hybrid feature 

selection. 
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Figure 7: Performance comparison (AUC) of the proposed model and previous model using discrete feature 

selection GSS and KDEI on the same COPD dataset. 

According to the AUC comparison, our suggested prediction is more accurate than the prior model, as seen in Figure 5-83. 

The MLP and RF models made the best predictions, according to the suggested machine learning algorithm's high accuracy 

and AUC. 

5. CONCLUSION 

We obtained the highest accuracy and AUC in the hybrid feature selection process using a machine learning classifier. In 

order to assess model performance, we also looked at the crucial ROC metric. We discovered that the suggested model 

performs exceptionally well across the board, particularly for Random Forest and Multilayer Perceptrons, which are close to 

1.0. Our model's ability to correctly identify positive and negative classes is demonstrated via ROC curves. This demonstrates 

how well our machine learning model works with the suggested COPD dataset. Accuracy and AUC, two of the most crucial 

predictive model metrics, were missing from the prior model but were added to the suggested COPD prediction model. We 

effectively examined the impact of feature selection and obtained the best AUC and accuracy from the suggested machine 

learning classifier, making it suitable for diagnosing COPD datasets. Our COPD prediction model was examined using a 

hybrid and discrete feature selection method by the suggested machine learning classifier's effective performance. The 

suggested machine learning model can accurately forecast data related to COPD. Our strategy outperforms the previously 

published method on the same dataset in terms of accuracy and AUC. We tested the model using 7199 patient samples, and 

our machine learning model performs exceptionally well in identifying relevant examples and input feature categories. Both 

individual feature selection and hybrid feature selection are demonstrated by the variations in the samples, such as GSS and 

KDEI, with machine learning classifiers. The comparative study made it abundantly evident that our COPD prediction model 

is more effective and capable. 
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