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ABSTRACT 

The rapid advancement of electronic commerce technology has significantly increased credit card usage, making it the most 

widely used payment method, there are also more fraud cases linked to them. Since fraudulent activities can be concealed in 

a wide range of acceptable behaviors, it's challenging to identify credit card theft. These days, online credit card payment 

systems usually create a predictive model to differentiate between transactions that are fraudulent and non-fraudulent. There 

is a substantial research gap in the development of effective real-time fraud detection systems that are able to spot fraudulent 

transactions.  Here, it is important to design and put into use efficient models and algorithms that can handle large amounts 

of streaming data and provide efficient, accurate fraud detection. More recently, techniques based on machine learning (ML) 

have been designed in order to identify credit card frauds; however, due to the imbalance distribution of classes in each 

dataset, their detection scores still require improvement. To address these challenges, this paper presents An ensemble 

machine learning approach for enhancing credit card fraud detection. Here, the fraud is found using the AdaBoost and 

Logistic Regression techniques. The accuracy, true positive rate (TPR), and F1-score of the model are used to evaluate and 

compare its performance. 
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1. INTRODUCTION 

Digital finance, including supply chain finance, internet lending, and credit card payments, has appeared in recent years, 

speeding up the transfer of money across industries and increasing the condition of the financial system. As a result of 

technical advancements, online electronic transactions have gradually changed offline cash transactions in the commodity 

trade. This credit card transactions are an important component of digital banking that significantly improves people's lives 

[1]. However, as fraudsters frequently use technical tools (such as Trojan horses and credential stuffing attacks) to steal 

money from unauthorized accounts, the risks and hidden dangers of credit card transactions are also increasing quickly [2]. 
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For banks and card issuers, since credit card fraud has become more costly, it is now a serious financial security risk. To stop 

account abuse, financial organizations attempt to implement several security measures [3]. Improving fraud detection 

techniques and security modules that aim to stop transaction fraud is crucial since fraudsters' techniques evolve over time, 

and the more advanced the security solution, the more sophisticated the fraudster's techniques will develop [4]. 

Credit cards offer a convenient and effective way for people to do online transactions. The risk of credit card fraud and 

misuse has increased as a result of the rise in credit card usage, both financial institutions and credit cardholders face 

significant financial losses [5]. The complexity and frequency of credit card theft have increased in recent years, presenting 

serious problems for consumers, businesses, and financial institutions. While the digital era has brought unprecedented 

convenience to financial transactions, it has simultaneously facilitated the emergence of increasingly sophisticated fraudulent 

activities [6]. 

The wide availability of credit cards for payments has made life easier, but it has also presented a number of issues. Through 

a number of techniques, including Trojan horses, social traps, and certificate stuffing attacks, fraudsters typically steal 

cardholders accounts and passwords, resulting in significant financial losses throughout the world. As a result, financial 

institutions work to identify frauds as soon as possible and with accurately [7]. To minimize the negative affect that fraudulent 

transactions have on the delivery of services, cost-effectiveness, and business reputation, fraud detection has become 

essential [8]. In the banking sector, detecting credit card fraud is still very difficult, requiring advanced techniques to 

effectively detect fraudulent activity while reducing false positives [9]. 

For monetary systems, the detection of credit card fraud is an essential step in identifying and preventing fraudulent 

transactions.  A detection model is used to look at transactions for any suspicious activity. Typically, the detection model is 

developed using expert-designed rules or rules generated by prior knowledge of fraudulent activity [10]. The difficulty of 

identifying fraudulent patterns among millions of benign patterns presents an important challenge to the development of an 

effective algorithm for detecting credit card fraud. Even creating effective rules for people to follow is impossible with this 

amount of data [11]. 

Machine learning techniques have become a game-changer in the quickly changing financial sector, especially in the areas 

of fraud detection and credit risk assessment. Although machine learning models have outperformed traditional statistical 

approaches in credit risk profiling and credit scoring, false positives are still a significant concern. Inaccurately reporting 

legal transactions as fraudulent can damage consumer loyalty and confidence, which in turn threatens the credibility of 

financial institutions that protect their customers' assets [12]. 

Businesses may benefit from the use of artificial intelligence (AI) and machine learning in the financial sector, including 

increased satisfaction with customers, lower operating costs, and increased efficiency. A number of machine learning (ML)-

based tools have been developed to identify credit card frauds [13]. The number of credit card frauds are committed online 

through phishing, scamming, or data breaches to fraudulently gain payment information. For the purpose to address the 

problem of online credit card fraud, numerous methods have been proposed. However, the main challenge facing existing 

methods when developing an efficient detection model is the high-class imbalance [14]. For this reason, systems that can 

ensure the security and integrity of any system used are necessary for processing credit card transactions and identifying 

credit card fraud. 

For achieving this, an ensemble machine learning approach to enhance Credit card fraud Detection is proposed. The 

following is the work is structured: Section II, discusses the literature survey. An ensemble machine learning Approach for 

Enhancing credit card fraud detection is shown in section III.  Section IV evaluates the result analysis. In section V, the 

conclusion is presented. 

2. LITERATURE SURVEY 

X. Zhao, Y. Liu and Q. Zhao et. al.,  [15] offers Enhanced LightGBM for Highly Imbalanced Data and Its Use in credit card 

fraud identification. Two new ML techniques are presented in this paper: the oversampling cost-harmonization LightGBM 

(OS-CHL-LightGBM) and the class balancing cost-harmonization LightGBM (CB-CHL-LightGBM). The new methods use 

LightGBM in combination with class balancing or oversampling technologies to provide the entire solution to the EID 

problem. They improve LightGBM's performance in CCF detecting scenarios. The two suggested approaches perform better 

than LightGBM in a number of important performance parameters, according to experimental results on three CCF datasets. 

In this case, CB-CHL-LightGBM or OS-CHL-LightGBM could increase the F2-score for the first dataset from 0.77 to 0.83, 

for the second dataset from 0.77 to 0.86, and for the third dataset from 0.70 to 0.82 when compared to the original LightGBM. 

Class balancing, oversampling, and cost-harmonization loss added independently to LightGBM could not, however, produce 

better results. 

Assaghir Z., M Taher Y., akki S., Hacid M. -S. Haque R., and Zeineddine H. et. al., [16] explains Examining Imbalanced 

Classification Techniques Experimentally to Identify frauds. To investigate into the usage of machine learning algorithms 

for fraud detection and to discover solutions to the imbalance classification problem, the study carried out an extensive 

experiment. Utilizing a dataset labeled with credit card fraud, we gathered our results and determined their credit problems. 
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According to this study, imbalanced categorization methods are ineffective, particularly when there is a significant imbalance 

in the data. According to this study, financial institutions face significant costs due to the numerous false alarms caused by 

the current approaches. This can lead to a rise in fraud cases and inaccurate detection. 

Liu G., Xie Y., Jiang C., Yan C., and Zhou M. et. al., [17] explains credit card fraud is detected with a gated network that 

extracts transactional behavior based on time aware and attention. To ensure that their past transactional behaviors behavioral 

purpose and periodicity are represented by the proposed framework, it is suggested to use a time-aware-attention module to 

gather behavioral data from their subsequent historical transactions with time intervals. More thorough and rational 

representations are designed to be learned through an interaction module.  Experiments are conducted on a public dataset 

and an important dataset of real-world transactions to demonstrate the way the learnt transactional behavioral representations 

perform. 

Boracchi G., Dal Pozzolo A., Alippi  C. Caelen O., and Bontempi G. et. al., [18] describes the use of realistic modeling and 

a novel learning technique for identifying credit card fraud.  With the industrial partner's help, the working environment of 

FDSs, the formalization of the given fraud-detection problem is an appropriate representation of those that regularly analyze 

massive amounts of credit card transactions. They also provide examples of the best measures of performance to utilize in 

order to detect fraud. Second, a new learning approach is created that successfully addresses concept drift, class imbalance 

and verification latency. Third, the impacts of class imbalance and idea drift are illustrated in the tests using a real-world 

data stream over 75 million transactions were authorized within an interval of three years. 

Li Z., Liu G. and Jiang C. et. al., [19] indicates that the research introduces a novel loss function called full center loss (FCL) 

to be used in deep representation learning to detect fraud with credit cards. Both feature angles and distances are taken into 

consideration, enabling appropriate deep representation learning monitoring. Through evaluating other complex loss 

functions with FCL, to demonstrate our model's detection capabilities, they perform a number of tests on two large credit 

card transaction data sets, one private and one public. Through thorough experiments, the study shows that FCL performs 

better than other models, suggesting that it may be a more stable model. 

J. Song, C. Jiang, G. Zheng, Liu, L. and W. Luan et. al., [20] explains A New Method for using aggregation techniques and 

feedback mechanisms to identify credit card Frauds. First, in order to create groups of cardholders with similar transaction 

behaviors, the authors utilize the cardholders past transaction data. A window-sliding technique, therefore, it is suggested 

that the transactions in each group be combined. The combined transactions and the cardholder's previous transactions are 

then used to identify a set of particular behavioral patterns for each cardholder. To identify online fraud, a collection of 

classifiers is trained for every group based on behavioral features. To prevent concept drift, our study demonstrates the 

advantages of our approach over others by integrating a feedback mechanism into the detection process to detect fraudulent 

transactions. 

A. Mniai, M. Tarik and K. Jebari et. al., [21] gives A New Approach to Identifying Credit Card Fraud. This paper's 

contribution is the Framework for fraud detection (FFD) that it proposes. First, the framework utilizes an undersampling 

strategy to address the issue of uneven data. Only relevant characteristics are then chosen using a feature selection (FS) 

technique. A support vector data description (SVDD) is then utilized to construct the ML model. The goal of SVDD is to 

separate regular data points from possible variations or outliers by  

determining a tight boundary  around them. Polynomial self learning PSO (PSLPSO) is a particular version of the particle 

swarm optimization (PSO) algorithm, is proposed to enhance its hyperparameters C and σ optimization capabilities. Thus, 

the system's effectiveness is demonstrated by the results of the experiment on a dataset that contains real credit card 

transactions. 

Zhu H., Zhou M., Xie Y. and Albeshri A. et. al., [22] demonstrates the application of an efficient and self-adapting dandelion 

algorithm for feature selection in the credit card fraud detection.    In order to simplify the structure of DA and reduce its 

number of parameters, this paper proposes an efficient and self-adapting dandelion algorithm. Only the standard sowing 

operator is kept; the others are taken destroyed. The core dandelion has a seeding radius strategy that is adaptable. The results 

demonstrate that, in comparison to its competitive peers, the suggested method performs better on the typical test functions 

while consuming less time. Furthermore, the results demonstrate that, when it comes to feature selection for credit card fraud 

detection (CCFD), the proposed algorithm can outperform the state-of-the-art methods in terms of classification and detection 

performance. 

Guangquan C., Tingfei H., and Kuihua H. et. al., [23] explains that to use variational auto encoding to detect CCF. This 

problem is solved by combining traditional deep learning methods with an oversampling method based on variational 

automatic coding (VAE). To train the classification network, a significant number of different examples from minority 

groups in a data set with imbalance are generated using the VAE method. An open dataset of credit card fraud transactions 

from two days in September 2013 involving European cardholders is used to test the suggested approach. According on 

experimental results, the VAE method outperforms both traditional deep neural network methods and synthetic minority 

oversampling strategies. 
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B. Lebichot, T. Verhelst, Y. -A. Le Borgne, L. He-Guelton, F. Oblé and G. Bontempi et. al., [24] explains techniques for 

detecting credit card fraud using transfer learning.  The industrial partner provided a six-month dataset (more than 200 million 

e-commerce transactions) that was used as the foundation for the case study, which investigated at how detection models 

developed for one European country could be transferred to another. 15 transfer learning strategies from simple baselines to 

complex and novel approaches are specifically described and examined, comparing the precision of different transfer 

situations in a critical and quantitative manner.  We make two contributions: (i) The quantity of labeled samples in the target 

domain has a considerable impact on the accuracy of various transfer procedures, as they demonstrate, and (ii) To address 

this issue, based on self-supervised and semi-supervised domain adaption classifiers, we offer an ensemble approach. 

Mu D., Huang D., Yang L.  and Cai X. et. al., [25] introduces CoDetect: Anomaly Feature Detection Combined With FFD. 

a new fraud detection system called CoDetect that can detect financial fraud by using both network and feature information. 

Furthermore, CoDetect can concurrently identify patterns of features linked to financial fraud as well as the fraud activity. 

Numerous tests on both artificial and real-world data show that effective and efficient the suggested methodology is in 

preventing financial fraud, particularly money laundering. 

3. ENSEMBLE MACHINE LEARNING APPROACH FOR ENHANCING CREDIT CARD FRAUD 

DETECTION 

This section presents an Ensemble Machine learning approach to enhance the detection of Credit card fraud. The block 

diagram of the Ensemble machine learning approach for enhancing Credit card fraud detection is shown in  

Figure 1. 

 

Figure 1: Block Diagram of ensemble Machine Learning Approach for enhancing Credit card Fraud detection 

The CCFD dataset used in this analysis is available for download on Kaggle. There are 31 numerical features are included 

in the dataset. The purpose of the PCA transformation is to protect the data's confidentiality because some of the input 

variables contain financial information. None of the three provided features were changed. The time between the dataset's 
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initial transaction and each subsequent transaction is displayed through the "Time" feature. The feature "Amount" shows the 

amount that was spent on credit card transactions. There are only two possible choices for the label "Class" feature: 0 

ordinarily and 1 in the event of a fraudulent transaction. 

Pre-processing consists of the following three crucial and typical steps: data formatting is the process of arranging 

information so that it can be used. The data files should be formatted to be consistent with the rules. CSV files are the most 

recommended format. cleansing: Since it makes up the majority of the effort, in the data science process, data cleansing is 

one of the most crucial processes. It involves removing missing information, making naming categories simpler. Sampling 

is the process of examining subsets from entire, large datasets in order to enhance results and better understand the data's 

behavior and patterns. 

The process of examining the patterns and behavior of the data analysis and selecting the features for additional training and 

testing is known as feature selection. SMOTE and under-sampling are the two sampling strategies that are utilized. There 

were two steps in the sample process, which are as follows: Select data entries according to labels (in this case, legitimate or 

fraudulent). Apply the necessary sampling method to certain data. 

To create a single dataset, concatenate all of the data. By choosing a random sample from the primary class, under-sampling 

is achieved, it is a valid transaction in this case. (designated as 0). By choosing a sample equal to minority class entries and 

combining data from both classes, the minority class calculated the necessary ratio of random samples, for better model 

training, the entries for the two classes were made equal in this study. 

To properly increase the amount of minority class instances in a dataset, a statistical method known as the synthetic minority 

over-sampling technique (SMOTE) is used.  Using pre-existing minority cases as input, the component generated new 

instances. To train models as efficiently as feasible, the fraud class (marked as 1) was oversampled for SMOTE in order to 

have identical entries for each class, making it equivalent to the legitimate class. Additionally, both classes are combined to 

create a single dataset, similar to under-sampling. 

The test data set and the training data set are the two parts of the dataset. Thirty percent of the data set is being tested, and 

seventy percent is being trained. Test data: The testing procedure begins after the dataset has been used for training. Lastly, 

the Classifier algorithm is used to train the models. Datasets with labels are collected. The models will be evaluated using 

the remaining labelled data. Pre-processed data classification requires the application of specific machine learning 

techniques. Adaboost and logistic regression are the selected classifiers. When it comes to categorization tasks, these 

algorithms are widely used. 

There are similarities between the logistic regression algorithm and the linear regression algorithm. However, logistic 

regression is used for classification tasks, while linear regression is utilized to predict or forecast results. For both binary and 

multivariate classification tasks, this approach is simple. There are only two sorts of binomials: 0 and 1. Ordinal is arranged 

in categories (i.e., very poor, poor, good, very good), but multinomials are of three or more different types and are not 

ordered. 

The machine learning method known as AdaBoost (AB) was primarily created for binary classification. For every instance 

in the training dataset, the starting weight is assigned to train the AdaBoost algorithm: where the ith training instance is 

represented by xi and the number of training examples by n, weight (xi) = (1/n). Whether a transaction is fraudulent (1) or 

not (0) is determined by these two classifiers. Numerous metrics exist for different algorithms, and these metrics were created 

to evaluate the efficiency of the model. To evaluate the accuracy of different approaches, the terms False Positive (FP), True 

Negative (TN), False Negative (FN),  and True Positive (TP) are commonly used, along with the connection between them. 

The F1-score, accuracy, and true positive rate (TPR) are used to assess the performance of this model. 

TPR is expressed as 

𝑇𝑃𝑅 =
𝑇𝑃

𝑇𝑃+𝐹𝑁
 (1) 

Accuracy is expressed as 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑃+𝑇𝑁

𝑇𝑃+𝑇𝑁+𝐹𝑃+𝐹𝑁
 (2) 

The F1-score is expressed as 

𝐹1 − 𝑠𝑐𝑜𝑟𝑒 =
2×𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛×𝑅𝑒𝑐𝑎𝑙𝑙

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛+𝑅𝑒𝑐𝑎𝑙𝑙
 (3) 

This model achieves better performance for CCFD.  

4. RESULT ANALYSIS 

This section provides the results of an ensemble ML technique to improving credit card fraud detection. The performance 

comparison is explained in Table 1. 
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Table 1: Performance Metrics 

Metrics/Methods Naïve Bayes 

(NB) 

LR+AB 

Accuracy (%) 89 95 

True Positive 

Rate (TPR) (%) 

88 96 

F1-score (%) 87 94 

 

Compared to Naïve Bayes model, Presented Logistic regression and AdaBoost (AB) model has obtained better performance. 

The Figure 2 describes the TPR comparative Graph. 

 

Figure 2: TPR Comparative Graph 

 

The x-axis in figure 2 represents the ML models and y-axis represents the performance (%). The presented model (LR+AB) 

model has achieved better performance. The Figure 3 presents the Accuracy comparison. 

 

Figure 3: Accuracy Comparison 

Figure 3 shows the ML model on the x-axis and the accuracy performance on the y-axis. Compared to previous model, 

presented model has exhibited high accuracy for CCFD. The Fig 4 describes the f1-score comparison. 
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Figure 4: F1-score Comparative Graph 

The x-axis in figure 4 represents the ML models and y-axis represents the F1-score performance (%). The Presented model 

has obtained better f1-score than other models. From the results, it has been noted that this approach has outperformed others 

in identifying credit card fraud. This approach can therefore be applied in real time to the detection of fraud in a number of 

sectors. 

5. CONCLUSION 

An issue that frequently causes banks and credit card companies to lose money, and individuals equally is credit card fraud. 

This analysis presents an ensemble machine learning approach to improve the detection of credit card fraud. After gathering 

and preprocessing the Kaggle credit card dataset, the issues with unbalanced data are addressed by the SMOTE model. The 

model's accuracy is enhanced by classifying the data into training and testing groups and choosing appropriate features. 

These trained and testing data is applied to ML model i.e. Logistic Regression and AdaBoost algorithms. The LR+AB model 

detects and classifies the transaction data as Fraud or not. Whenever it came to detecting credit card fraud, the model 

performed better than previous models, according to evaluations of its TPR, F1-score, and accuracy. The fraud detection 

model's performance has been greatly enhanced by this model. This technique will be applied in real time to detect fraud in 

the financial and banking industries. 
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