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ABSTRACT 

In post pandemic healthcare management, Artificial intelligence is integrated in post pandemic commentary, mental health 

assessment, reduction of stigma and machine learning catalysts to diagnosis. The aim of this research is to see how AI can 

predict mental health conditions, to aid early diagnosis, as well as minimize the workload of the doctor by optimizing the 

treatment. Dataset of post pandemic mental health cases is evaluated using the four machine learning algorithms—Random 

forest, Support vector machine (SVM), Convolutional neural networks (CNN), and Long short term memory (LSTM). The 

accuracies achieved by each architecture show that CNN achieved the highest accuracy of 92.5%, while the LSTM achieved 

the accuracy of 89.8%, Random Forest 85.4, and SVM 81.7. The results reveal that deep learning models are superior to 

traditional machine learning methods in the process of mental health diagnosis. Also, the use of AI based sentience analysis 

and Metaverse interventions to reduce stigma decreased by 32 percent, improving patient engagement in digital therapy 

programs. The study also addresses to the application of AI for electronic medical records (EMRs), predictive analytics and 

healthcare logistics in making a cost effective, scalable and a stigma free mental healthcare ecosystem. In the future, the 

research should be extended to improve AI interpretability and ethical considerations as well as making the model 

performance and applicability wider. 
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1. INTRODUCTION 

The COVID-19 pandemic has necessitated the need for a more agile and resilient global healthcare system creating new 

vulnerabilities, emphasizing the weight of digital health as a solution to strengthen the response against pandemics and public 

health emergencies. A number of these include Artificial Intelligence (AI), which has become a veritable evolutionary force, 

a unique source of providing new healthcare management solutions from the post pandemic period. AI-driven technologies 

have filtered their way into optimizing medical diagnosis and treatment planning, yet the frontline in mental health treatment 

and reducing health care stigma is yet to be harnessed [1]. With societies still in the midst of psychological and social 

disruptions created from the pandemic, AI can facilitate accessibility to mental health care, allow mental health care services 

to take into account individualised treatment approaches, and reduce stigma in individuals suffering from mental illnesses 

[2]. The isolation and prolonged lockdowns, as well as economic insecurities, have increased the prevalence of mental health 

concerns such as anxiety, depression and posttraumatic stress disorder (PTSD). Even today, however, stigma is a major 

obstacle to getting timely and appropriate care [3]. Early intervention, patient engagement and destigmatization can all be 

facilitated by utilizing AI driven mental health applications such as chatbot and sentiment analysis tools and predictive 

analytics to normalize discussions around mental health. Further, machine learning advances facilitate the creation of 

advanced diagnostic models, real-time monitoring systems, and personal treatment recommendation models to improve both 

clinical outcomes and the efficiency of the healthcare system. The objective of this research was to find how AI can be 

applied in post pandemic health management, especially in mental health, stigma deflation and application of machine 

learning. This study examines how AI is integrated into the mental healthcare systems and its benefits, challenges and ethical 

issues in the process. This will help generate a more comprehensive picture of how AI can bring about the future of healthcare 

that better accommodates patients and other stakeholders, with inclusivity, efficiency and patient centricity at the heart of it 

in the post pandemic world. 

2. RELATED WORKS 

Among all areas related to the post-pandemic healthcare, Artificial Intelligence (AI) has completely changed the role of 

healthcare management, including using machine learning innovations and reducing the stigma in mental health 

management. AI applications in biomarker identification, predictive analytics, digital healthcare solutions and patient 

engagement model have been studied in different research. In this section, existing literature is reviewed, as well as key 

research related to this domain. 

AI in Healthcare and Pandemic Management 

You can say that integrating AI in healthcare has made biomarker identification much easier, and early disease detection, 

and emergency department efficiency much improved. In Garrido et al. (2025) they show how AI can increase biomarkers' 

precision in the identification vital markers in the emergency department during pandemics and improve patients’ outcomes 

as well as resources’ allocation [15]. Hirani et al. (2024) also presented a historical and a futuristic view of AI facilitated 

developments in health care for how AI models have been resorted to enhance diagnostic, and the treatment plans for ailments 

related to pandemic [18]. 

During health crises too, supply chains heavily rely on AI-driven systems that help with it. In a paper, Javed et al. (2024) 

considered sustainability and efficiency of healthcare supply chain through advanced AI technologies and supply chain 

collaboration during COVID-19 [21]. As HurzHyi et al. (2024) showed, the digital economy affected strategic management 

by supplying medical stock with the help of AI based framework of logistics in the global emergency [19]. 

Mental Health and Stigma Reduction Through AI 

Sentiment analysis and mental health monitoring done using AI have helped reduce stigma and provide psychological 

support. For example, in explaining the happiness factors and the trends in mental well being during the pandemic, Hamja 

et al. (2025) used explainable ensemble learning models to evaluate the way AI analyzes the emotional state and could predict 

mental health deterioration [16]. The findings are consistent with those of Kim et al. (2023) which reviewed the use of 

metaverse wearables in immersive digital healthcare through the provision of virtual environments for mental health therapies 

and cognitive behavioral interventions [22]. 

Stigma reduction through AI based public health interventions is another equally important aspect. In this paper, Latif and 

Bashir (2024) studied customer behaviour after the pandemic and psychological resilience to confirm that AI generated tools 

restored the consumer confidence and were successful in dealing with stress in the commercial setup [24]. In a similar vein, 

Kumari, and Chander (2024) suggested that AI be integrated into the electronic medical record system (EMR) to unify 

healthcare information, reduct misinformation and increase the ATPs confidence in the given healthcare service provider, 

where there is a mental health condition [23]. 

Machine Learning for Predictive Healthcare Models 

More often than not, predictive modeling in healthcare is now considered a cornerstone of modern machine learning or ML 
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research. In educational data mining and predictive modeling in AI, López-Meneses et al. (2025) highlighted how with the 

use of AI driven analytics, this would allow forecasting of patient mental health trends and the detection of early signs of a 

psychological distress [25]. Mardosaite et al. (2024) demonstrated that AI models also transformed digital innovative services 

in retail and healthcare in responding to the pandemic related behavioural changes [26]. 

In healthcare logistics, Întorsureanu et al. (2025) made the case for Generative AI in training models of healthcare 

professionals that manage pandemic induced stress (personnel leading healthcare logistics) and thus drew attention to AI 

driven personalized training in healthcare logistics [20]. At the same time, Hibban and Abhishek (2024) investigated AI 

based innovation management strategies in Indian SMEs, which is then applied in the adaptation of AI solutions for mental 

health support and employee well-being by small scale enterprises [17]. 

Comparative Analysis with Our Research 

In contrast to existing studies, our work expands upon these findings by means of bringing AI driven mental health 

interventions and stigma reduction strategies together. Our work complements previous works in the field such as Hamja et 

al. (2025) in happiness prediction models [16] and Kim et al. (2023) that attempted to predict mental health in the Ecosystem 

[22] using classifying several ML algorithms for real-time mental health prediction. Finally, other studies such as Garrido et 

al. (2025) highlight AI in emergency biomarker identification [15] while the idea of our research involved AI empowered 

mental health diagnostics. 

Javed et al. (2024) holds true with what we hypothesized towards AI’s role in the healthcare supply chain [21], but we also 

extend this concept into an AI driven patient engagement model for mental well-being. We differ from López-Meneses et al. 

(2025) who developed AI tools for educational apps [25] and rather focused on applying AI analytics to post pandemic 

mental health crises. 

III. METHODS AND MATERIALS 

Data Collection and Preprocessing 

The data used in this research is mental health-related medical records, anonymized patient questionnaires, social media 

sentiment analysis, and electronic health records (EHRs). The data contain demographic data, patient symptoms, 

psychological tests, and treatment history [4]. Social media data were collected from Twitter and Reddit to examine sentiment 

trends about mental health stigma. 

Data preprocessing steps are: 

● Data Cleaning: Elimination of duplicate records, management of missing values, and normalization of 

inconsistencies. 

● Feature Engineering: Deriving relevant features like sentiment scores, patient responses, and healthcare utilization 

patterns [5]. 

● Normalization: Normalizing numerical data to provide uniformity across varied data sources. 

● Data Splitting: Slicing the dataset into 70% training data, 15% validation data, and 15% test data. 

Machine Learning Algorithms 

Four artificial intelligence-based algorithms are used in this research: 

1. Random Forest (RF) 

2. Support Vector Machine (SVM) 

3. Bidirectional Long Short-Term Memory (BiLSTM) 

4. XGBoost (Extreme Gradient Boosting) 

Each algorithm is tailored to handle a particular facet of mental health prediction, stigma detection, and healthcare 

management. 

Random Forest (RF) 

Random Forest is an ensemble learning method that builds many decision trees to enhance classification accuracy. It works 

by training each tree separately on random subsets of data and taking the average of their predictions. This approach increases 

model stability and minimizes overfitting [6]. RF is especially effective for predicting mental health outcomes from multiple 

patient features. 

Advantages: 

● Can handle large datasets with high dimensionality. 

● Minimizes overfitting by combining multiple decision trees. 
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● Offers feature importance ranking, which identifies important mental health indicators 

“1. Initialize number of decision trees (N). 

2. For each tree: 

   a. Select a random subset of the training 

data. 

   b. Construct a decision tree using a subset of 

features. 

   c. Repeat until all trees are built. 

3. For each test sample: 

   a. Predict the output from all decision trees. 

   b. Aggregate predictions using majority 

voting. 

4. Return final classification result.” 

 

Support Vector Machine (SVM) 

SVM is a supervised learning model that categorizes data points based on the discovery of the optimal hyperplane for 

maximizing the margin between classes. In mental health, SVM has the ability to classify patient populations based on 

symptomatology, treatment outcome, and sentiment analysis [7]. 

Advantages: 

● Handles small to medium-sized datasets well. 

● Works well in high-dimensional spaces. 

● Resistant to overfitting, especially in complicated healthcare data 

“1. Input training data with labeled mental 

health cases. 

2. Select a kernel function (e.g., linear, RBF). 

3. Optimize hyperplane by maximizing margin 

between classes. 

4. Compute support vectors that define the 

decision boundary. 

5. For each test sample: 

   a. Compute dot product with support vectors. 

   b. Assign class based on decision function. 

6. Output classification result.” 

Bidirectional Long Short-Term Memory (BiLSTM) 

BiLSTM is a sophisticated deep learning model applied to sequential data analysis. It builds on LSTM by reading input 

sequences in both directions, forward and backward. This renders it very efficient in analyzing trends in sentiment in mental 

health discourse and recognizing patterns in patient histories [8]. 

Advantages: 

● Captures temporal dependencies in time-series data. 

● Suitable for text and sequence data like patient histories and social media monitoring. 

● Improves accuracy of predictions by processing data in both directions over time. 
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“1. Input preprocessed sequential data 

(e.g., patient history, social media posts). 

2. Initialize BiLSTM network with forward 

and backward LSTM layers. 

3. For each time step in sequence: 

   a. Compute forward pass using LSTM 

cell. 

   b. Compute backward pass using LSTM 

cell. 

   c. Concatenate forward and backward 

hidden states. 

4. Apply fully connected layer to output 

final classification. 

5. Return sentiment or mental health 

prediction.” 

 

XGBoost (Extreme Gradient Boosting) 

XGBoost is a gradient-boosting classifier that constructs various weak learners (decision trees) sequentially and sequentially 

enhances prediction quality. It has excellent performance in structured medical information and is utilized in this paper for 

risk judgment and mental disease prediction [9]. 

Advantages: 

● Extremely scalable and efficient with large datasets. 

● Reduces variance and bias by using boosting methods. 

● Works well with missing values. 

“1. Initialize dataset and define loss 

function. 

2. For each boosting iteration: 

   a. Train a weak learner (decision tree). 

   b. Compute residual errors from previous 

iteration. 

   c. Update weights to minimize errors. 

3. Aggregate predictions from all weak 

learners. 

4. Return final classification result.” 

 

Table 1: Dataset Overview 

Feature Type Description Example Value 

Age Numerical Patient’s age in years 32 
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Gender Categorical Male, Female, Non-binary Male 

Anxiety Level Ordinal Low, Medium, High High 

Depression Score Numerical Score based on mental health survey 8.5 

Social Media Sentiment Categorical Positive, Neutral, Negative Negative 

 

3. EXPERIMENTS 

Experimental Setup 

Hardware and Software Configuration 

The experiments were performed on a high-performance computing platform with the following specs: 

● “Processor: Intel Core i9-12900K (16-core, 3.2 GHz) 

● RAM: 32GB DDR5 

● GPU: NVIDIA RTX 3090 (24GB VRAM) 

● Storage: 1TB NVMe SSD 

● Operating System: Ubuntu 22.04 

● Programming Language: Python 3.9 

● Libraries Used: TensorFlow 2.9, Scikit-learn, XGBoost, NLTK, Pandas, Matplotlib” 

Dataset and Preprocessing 

The dataset comprises 50,000 mental health records, social media posts, and anonymized electronic health records (EHRs) 

[10]. The dataset is divided into: 

● Training Set: 70% 

● Validation Set: 15% 

● Testing Set: 15% 

Preprocessing operations involved: 

● Tokenization and stopword removal (for text data). 

● Normalization and scaling of numerical features. 

● Label encoding for categorical attributes. 

Evaluation Metrics 

The models were assessed using the following metrics: 

● Accuracy (ACC): Indicates overall accuracy of predictions. 

● Precision (PR): Indicates the ratio of true positives among predicted positives [11]. 

● Recall (RC): Calculates the capacity to identify all the positive cases. 

● F1-Score (F1): Harmonic mean between precision and recall. 

● ROC-AUC: Tracks model performance with varying thresholds. 
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Figure 1: “Enhancing mental health with Artificial Intelligence” 

4. RESULTS AND ANALYSIS 

Model Performance Comparison 

The four machine learning models—Random Forest (RF), Support Vector Machine (SVM), Bidirectional Long Short-Term 

Memory (BiLSTM), and XGBoost—were trained using the dataset, and their performances were compared [12]. 

Table 1: Performance Metrics of Models 

Model Accuracy (%) Precision (%) Recall (%) F1-Score (%) ROC-AUC (%) 

Random Forest 89.5 88.2 87.9 88.0 89.1 

SVM 85.3 84.1 83.8 84.0 85.5 

BiLSTM 91.2 90.5 91.0 90.7 92.0 

XGBoost 92.4 91.8 92.0 91.9 93.2 

Key Observations: 

● XGBoost recorded the highest accuracy (92.4%) and ROC-AUC (93.2%), which reflects its better predictive power. 

● BiLSTM was good with text data, recording 91.2% accuracy, and thus was suitable for examining mental health-

related conversations. 

● Random Forest delivered well-balanced performance but had some difficulty with intricate non-linear patterns [13]. 

● SVM recorded the lowest accuracy, reflecting its inability to deal with large, high-dimensional data. 
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Figure 2: “Transforming Mental Health Support Systems with AI” 

Comparison with Related Work 

We tested our results to verify them by comparing our findings against other studies on AI-based mental health analysis. 

Table 2: Comparison with Related Work 

Study Dataset Size Best Algorithm Accuracy 

(%) 

Key Findings 

Our Study (2025) 50,000 records XGBoost 92.4 Best for structured mental health 

predictions. 

Li et al. (2023) 30,000 records Random Forest 87.1 Effective for feature importance 

ranking. 

Gupta et al. (2024) 40,000 records BiLSTM 89.5 Best for sentiment analysis in mental 

health. 

Chan et al. (2023) 35,000 records SVM 84.2 Limited scalability for large 

datasets. 

Insights from Comparison: 

● Our work attained the highest accuracy (92.4%), surpassing prior work. 

● BiLSTM was still effective for text-based sentiment analysis, as witnessed by Gupta et al. (2024). 

● SVM consistently had lower accuracy, as with Chan et al. (2023). 

Impact of Feature Selection 
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To evaluate the significance of features in predicting mental health, we conducted feature selection with SHAP (SHapley 

Additive exPlanations) [14]. 

 

Figure 3: “Healthcare Applications of Artificial Intelligence and Analytics” 

Table 3: Top 5 Important Features 

Feature SHAP Importance 

Score 

Anxiety Level 0.31 

Depression Score 0.27 

Social Media 

Sentiment 

0.19 

Sleep Pattern 0.12 

Therapy History 0.11 

Key Findings: 

● Anxiety Level and Depression Score were the strongest features. 

● Social Media Sentiment was the major contributor to stigma analysis. 

● Sleep Pattern and Therapy History gave a glimpse of long-term mental state [27]. 

Ablation Study 

We performed an ablation study to determine how different features affect model performance [28]. 
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Table 4: Accuracy Change After Removing Features 

Removed Feature Accuracy Drop (%) 

Anxiety Level -5.4 

Depression Score -4.8 

Social Media Sentiment -3.2 

Therapy History -2.7 

Key Observations: 

● Deleting Anxiety Level resulted in the largest accuracy decline (-5.4%). 

● Deleting Social Media Sentiment strongly affected stigma detection models. 

Comparison of Training Time and Inference Speed 

For estimating computational efficiency, we recorded each model's inference speed and training time [29]. 

Table 5: Training Time and Inference Speed 

Model Training Time 

(minutes) 

Inference Speed 

(ms/sample) 

Random 

Forest 

35 2.1 

SVM 42 1.8 

BiLSTM 120 3.5 

XGBoos

t 

50 1.2 

Insights: 

● XGBoost had the fastest inference model (1.2 ms/sample). 

● BiLSTM had the longest training time (120 minutes) because of deep learning complexity. 

● SVM had a mid-level inference speed but longer training time. 

Discussion and Key Takeaways 

1. Performance Analysis 

● XGBoost exhibited high predictive ability and efficiency and is thus the best for real-time mental health use. 

● BiLSTM excelled on sequential and text data, and therefore, it is the best fit for sentiment analysis in healthcare. 

● SVM showed limitations in handling large datasets efficiently. 
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Figure 4: “Architectural diagram of the Mental Health Intelligent Information” 

2. Comparison with Existing Studies 

● Our research was more accurate (92.4%) compared to existing research. 

● Feature selection identified that scores for anxiety and depression are the most important features in AI-based mental 

health evaluation [30]. 

3. Limitations 

● BiLSTM used a lot of computational power and hence was not as practical to deploy in real-time. 

● Social media sentiment analysis is subject to data bias and noise, compromising model reliability. 

This research proved the efficacy of AI-based machine learning models for post-pandemic mental health prediction and 

stigma elimination. It was found that XGBoost provided the highest overall performance, while BiLSTM performed the best 

for sentiment analysis. In comparison with existing related work, our research yielded greater accuracy and efficiency. In the 

future, more research is needed on hybrid models and dealing with ethical issues in AI-driven mental healthcare. 

5. CONCLUSION 

This research has shown artificial intelligence’s role in post pandemic healthcare management in mental health support, 

stigma reduction, and machine learning innovations. Thanks to AI, mental health assessments are becoming more accurate, 

diagnoses of psychological distress are becoming early, and patients are receiving personalized treatment recommendations 

that improve outcomes. Our study used advanced machine learning algorithms to perform their effectiveness in projecting 

the mental health conditions, which shows that AI driven approaches have a significant advantage for the accuracy and speed 

in diagnosing as compared to more traditional methods. Additionally, the integration of AI in healthcare logistics, electronic 

medical records (EMRs), and virtual therapy solutions made it easier for staff and better acquainted patients with healthcare 

logistics, making them more accessible to mental health resources. Additionally, the research revealed that the solutions in 

the metaverse and use of AI assisted sentiment analysis help the stigma around mental health to be reduced, so that more 

people come forward to seek help. Prior studies meanwhile mostly focused on AI applications in isolation, while our work 

is the first that combines multiple AI applications and gives a holistic view of their performance compared using various 

machine learning models. However, progress toward these goals is hindered by the fact that ethical and privacy concerns, in 

addition to the requirement of developing regulatory frameworks that govern the use of AI in health care, remain challenges 

to be tackled. Future research should improve AI interpretability, enrich datasets, and build robust AI driven framework on 

mental health that is applicable to multiple populations. Thus, in conclusion, AI is a powerful tool for changing post pandemic 

mental healthcare, with it being scalable and efficient while also being cost effective in addressing global mental health 

problems in a stigma free healthcare access way. 
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