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ABSTRACT 

Lung cancer remains one of the most pressing global health issues, requiring innovative strategies This research article 

introduces the Hybrid Neural Support Vector Algorithm (HNSVA), a sophisticated predictive model that combines the 

strengths of Neural Networks and Support Vector Machines. HNSVA utilizes the feature extraction capabilities of Neural 

Networks and the classification prowess of SVM to address the limitations commonly found in traditional models. The lung 

cancer dataset, containing key attributes such as genetic markers, tumor properties, and patient demographics, underwent 

preprocessing that involved normalization and imputation techniques. The model was trained using cross-validation to ensure 

robust generalization across various data splits. Results demonstrated that HNSVA outperformed standalone Neural 

Networks and SVM models. Notably, the model significantly reduced false negatives while keeping false positives within 

an acceptable range. This improvement is credited to the fine-tuning of hyperparameters and the incorporation of an early 

stopping mechanism to prevent overfitting. Although the integration of both models incurs a slightly higher computational 

cost, the advantages offered by HNSVA render it suitable for real-time lung cancer detection applications. HNSVA presents 

a promising and highly accurate method for predicting lung cancer progression, contributing meaningfully to advancements 

in medical diagnostics. 
 

Keywords: Hybrid Neural Support Vector Algorithm, Neural Networks, Support Vector Machines 

1. INTRODUCTION 

Early detection and accurate prediction of disease progression are critical factors in improving survival rates and enabling 

timely, targeted treatments. The complexity of lung cancer progression, influenced by numerous factors including genetic 

mutations, environmental exposure, and individual patient profiles, makes it difficult to model using traditional predictive 
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techniques. Conventional methods, such as statistical models and rule-based systems, often fail to capture the non-linear 

patterns inherent in large-scale lung cancer datasets, resulting in limited prediction accuracy [1]. These methods tend to 

overlook subtle interdependencies between key variables and lack the adaptability required for handling diverse patient 

profiles. 

Recent developments in machine learning have shown tremendous potential in overcoming the limitations of traditional 

methods. Through the use of advanced computational techniques, machine learning models are capable of recognizing 

complex patterns within large datasets, thereby enabling more precise and dependable predictions. Notably, combining 

multiple machine learning models in a hybrid framework allows for the strengths of individual algorithms to be harnessed, 

resulting in enhanced performance.  

This research article presents the Hybrid Neural Support Vector Algorithm (HNSVA), which integrates Neural Networks 

and Support Vector Machines to boost the accuracy of lung cancer progression predictions. HNSVA mitigates the 

shortcomings of individual models by blending the deep feature extraction capabilities of Neural Networks with the strong 

classification abilities of SVM. This hybrid approach not only improves prediction accuracy but also reduces false negatives, 

which is crucial for detecting lung cancer at earlier stages. Through a carefully designed experimental framework, HNSVA 

has been trained and evaluated on real-world lung cancer datasets, demonstrating its potential as an effective tool for early 

disease detection and progression forecasting. 

2. LITERATURE REVIEW 

Various techniques have been employed for lung cancer prediction, each providing distinct benefits in terms of data 

processing, scalability, and pattern recognition [4]. These approaches have progressed from simple statistical methods to 

more sophisticated machine learning and deep learning models, achieving differing degrees of success based on the data's 

complexity and the desired predictive outcomes. Table 2.1 below summarizes existing lung cancer prediction techniques 

with a focus on the methodology, computational complexity, and data scalability. 

Prediction Technique Methodology Computational 

Complexity 

Data Scalability 

Logistic Regression Parametric modeling with 

linear decision boundaries 

Low Limited to small to 

moderate datasets 

Decision Trees Recursive partitioning of input 

features 

Moderate Capable of handling 

larger datasets 

Artificial Neural 

Networks (ANN) 

Layered non-linear 

transformations 

High Highly scalable with 

large datasets 

Support Vector 

Machines (SVM) 

Non-linear kernel-based 

classification 

High Scalable but requires 

tuning for large data 

Hybrid Models 

(Ensemble Methods) 

Aggregation of multiple base 

learners 

Moderate to High Scalable, depends on 

model architecture 

Table 2.1. Comparison of Lung Cancer prediction techniques 

Neural Networks, with their multi-layered structure, are highly effective for feature extraction, while Support Vector 

Machines excel in classifying complex decision boundaries [5]. However, when applied individually, each model has 

limitations, such as susceptibility to overfitting in Neural Networks or sensitivity to noisy data in SVM. Therefore, combining 

these models into a hybrid framework, such as the proposed HNSVA, can offer a significant improvement in predictive 

performance. 

Hybrid models combine multiple algorithms to maximize performance by leveraging the strengths of individual models. In 

disease prediction, hybrid approaches are increasingly adopted to enhance both feature extraction and classification accuracy 

[6]. For example, ensemble techniques like Random Forests have been employed to enhance prediction accuracy, though 

they often fall short in the depth of feature learning. 

Hybrid Neural Support Vector Algorithm (HNSVA) addresses these challenges by integrating Neural Networks for final 

classification [7]. This combination is particularly useful in predicting the progression of diseases like lung cancer, where 

the data is often high-dimensional and non-linear. Table 2.2 outlines hybrid models applied in disease prediction with details 

on methodology, model integration, computational requirements, and adaptability. 
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Hybrid Model Methodology Model Integration Computational 

Requirements 

Random Forest + 

Neural Networks 

Ensemble method with deep 

learning 

Layered integration of random 

forests and deep networks 

Moderate 

Gradient Boosting + 

SVM 

Boosted tree models 

combined with SVM 

Sequential boosting with SVM Moderate 

CNN + Random 

Forest 

Convolutional feature 

extraction 

Feature extraction High 

Neural Networks + 

SVM (HNSVA) 

Feature extraction by NN, 

classification by SVM 

Integrated framework High 

Table 2.2. Hybrid models with Proposed Approach. 

Despite the advancements in machine learning and hybrid models, there remain several challenges in accurately predicting 

lung cancer progression [8][9]. Current approaches often fail to balance model complexity with real-time application 

requirements, particularly in clinical environments where both speed and accuracy are critical. Moreover, most hybrid models 

are not optimized for feature extraction and classification simultaneously, resulting in suboptimal prediction results. 

The proposed HNSVA algorithm aims to address these gaps by combining the deep feature extraction capabilities of Neural 

Networks with the precise classification abilities of Support Vector Machines. This hybrid approach offers improved 

prediction accuracy without compromising computational efficiency, making it suitable for real-time lung cancer prediction 

applications. 

3. PROPOSED METHODOLOGY 

The Hybrid Neural Support Vector Algorithm (HNSVA) is developed to harness the advantages for predicting lung cancer 

progression. Neural Networks are adept at feature extraction, handling high-dimensional data, and learning complex non-

linear relationships, while SVM excels at classifying data with clear decision boundaries [10]. By integrating these two 

models, HNSVA aims to improve both feature representation and classification accuracy for lung cancer data.  

The HNSVA framework ensures that critical patterns and relationships within the data are captured, which are then utilized 

by the SVM for classification. Once feature extraction is complete, the SVM is tasked with classifying the data. The SVM 

aims to determine the optimal hyperplane and is shown in equation (1). 

𝑓(𝑥) = ∑∞
𝑖=1 (𝑎𝑖𝑦𝑖𝐾(𝑥𝑖 , 𝑥𝑗 + 𝑏𝑛)……….(1) 

Where, 

𝑎𝑖 are the Lagrange multipliers, 

𝑦𝑖  are the class labels, 

𝐾(𝑥𝑖 , 𝑥𝑗) is the kernel function, which can be linear, polynomial, or radial basis function (RBF), 

𝑏𝑛 is the bias term. 

Feature selection is essential for enhancing both the accuracy and efficiency of the HNSVA model. The lung cancer dataset 

comprises a broad array of features, including patient demographics, clinical data, tumor characteristics, and genetic markers. 

To identify the most significant features, a combination of Recursive Feature Elimination  and Principal Component Analysis 

is applied. The data flow begins with the input dataset undergoing preprocessing and feature selection, followed by training 

the Neural Network to obtain high-dimensional features.  

Data Flow through HNSVA shown in figure 3.1 illustrates the sequential steps involved in the Hybrid Neural Support Vector 

Algorithm (HNSVA) for lung cancer prediction. Each block in the diagram represents a critical phase in the processing, 

training, and evaluation of the dataset. The process starts with inputting lung cancer data, which includes various features 

such as patient demographics, tumor size, genetic markers, and clinical history. These features are essential for both feature 

extraction and classification. In this stage, the raw data undergoes preprocessing to prepare it for model training. 

Normalization is applied to scale the features, ensuring that no feature disproportionately influences the model. This is a 

crucial step to handle data variations and inconsistencies, resulting in a standardized dataset that improves model efficiency.  

The proposed algorithm follows a structured flow involving data preprocessing, training, and testing phases. The pseudocode 

for HNSVA is presented below in table 3.1. 
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1. Input: Lung cancer dataset D with features X and labels Y 

2. Preprocess the dataset: 

   a. Normalize the dataset using Min-Max Scaling 

   b. Apply Recursive Feature Elimination to select important features 

   c. Perform Principal Component Analysis (PCA) to reduce dimensionality 

3. Divide the preprocessed data_set 

4. Initialize Neural Network: 

   a. Define the architecture with L layers, activation functions, and weights 

   b. Train the Neural Network on the training set to extract features 

   c. Obtain feature representations F from the penultimate layer of the Neural Network 

5. Train the Support Vector Machine (SVM) on the extracted features F: 

   a. Choose the kernel function (linear, RBF, or polynomial) 

   b. Train the SVM to classify the lung cancer stages based on the features 

6. Evaluate the model on the test set using parameters. 

7. Output: Classification results and performance metrics 

Table 3.1. Pseudocode for Proposed Approach 

The processed data is input into a Neural Network, whose purpose is to extract high-level features by identifying complex 

patterns and relationships within the lung cancer data. This step is crucial in uncovering key factors that might not be apparent 

through traditional statistical approaches. These techniques enhance the dataset by eliminating less significant features and 

prioritizing the most important components. 

The diagram in Figure 3.2 illustrates the system architecture of the Hybrid Neural Support Vector Algorithm (HNSVA), 

focusing on the flow through various stages involved in processing lung cancer data for classification. Each layer plays a 

critical role in optimizing the prediction accuracy for lung cancer progression. Data Preprocessing Layer is the first stage in 

the HNSVA pipeline, where the raw lung cancer data is cleaned and normalized. Data preprocessing is essential for handling 

any missing values, removing noise, and standardizing the feature scales to ensure that no individual feature dominates the 

learning process. 

 

Figure 3.1. Data flow through HNSVA 



Muthumarilakshmi.S, Sunitha T, Prema P, O. KIran Kishore, N. Phani Kumar, 

Mr. Penchala Prasanth, Biju Balakrishnan 
 

pg. 231 

Journal of Neonatal Surgery | Year: 2025 | Volume: 14 | Issue 5 

 

The output from this initial layer becomes the input for the Neural Network. After the preprocessing phase, the data is fed 

into a multi-layered Neural Network, which is responsible for feature extraction. The Neural Network identifies high-

dimensional, non-linear relationships within the lung cancer data, capturing complex patterns that are often missed by 

traditional methods. This process provides a refined set of features for further analysis. RFE iteratively discards less 

significant features, while PCA identifies the key components that account for the most variance. The resulting feature set is 

optimized for classification by removing irrelevant or redundant data. 

The refined set of features is then passed to the Support Vector Machine’s classification layer. The SVM is responsible for 

determining the optimal hyperplane that divides the classes within the lung cancer dataset, ensuring accurate classification 

of cancer stages or types. This layer benefits from the earlier feature extraction and reduction processes. This layer evaluates 

the overall system's ability to predict lung cancer cases and assesses the model's reliability in practical clinical applications. 

 

Figure 3.2. Architecture of the Proposed Approach 

4. EXPERIMENTAL SETUP 

The dataset utilized in this research encompasses a diverse range of lung cancer cases, including key attributes such as patient 

demographics (age, smoking history), tumor size, and genetic markers. These features are critical for predicting the 

progression of lung cancer, making the dataset ideal for evaluating the effectiveness of the Hybrid Neural Support Vector 

Algorithm (HNSVA). The data preprocessing phase involved several important steps. First, Min-Max normalization was 

applied to scale all features, addressing inconsistencies caused by varying data scales. Missing data was managed using 

imputation techniques, with either median or mean values.  

The model was developed using Python, with TensorFlow utilized for managing the Neural Network component, while 

Scikit-learn was responsible for the SVM aspect of HNSVA. To ensure the model's generalizability to new, unseen data, 

cross-validation techniques were applied throughout the evaluation process. The performance of HNSVA was evaluated 

using five critical metrics: accuracy, precision, recall, specificity, the Matthews Correlation Coefficient, and the Area Under 

the ROC Curve. Accuracy represents the percentage of instances correctly classified, while precision reflects the proportion 

of true positives within the predicted positives. Recall measures the model’s ability to correctly detect true positive cases, 

and specificity assesses its effectiveness in identifying true negative cases. MCC offers a more balanced assessment by 

considering both true and false positives and negatives, providing a comprehensive evaluation. The AUC demonstrates the 

model’s capability to distinguish between classes, based on the area under the ROC curve. 

Accuracy is a straightforward yet crucial metric that calculates the proportion of correctly predicted cases out of the total 

predictions. It provides an overall indication of the model's effectiveness in identifying both cancerous (positive) and non-

cancerous (negative) cases. In the context of lung cancer prediction, a higher accuracy indicates that the Hybrid Neural 

Support Vector Algorithm (HNSVA) is more adept at correctly detecting both patients with and without lung cancer. The 

Accuracy Comparison shown in Figure 4.1 illustrates how the accuracy of HNSVA evolves over 10 epochs, compared to 

models like Neural Networks and SVM. The graph demonstrates that HNSVA consistently achieves higher accuracy across 

epochs, indicating that the integration of Neural Networks and SVM enhances the model’s capacity to make accurate 

predictions. As training progresses, HNSVA continues to surpass the standalone models, underscoring its superior 

classification performance. 
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Figure 4.1. Comparison of Accuracy 

Specificity measures the model’s effectiveness in accurately identifying negative cases, assessing how well it minimizes 

false positives. In medical diagnostics, especially in lung cancer detection, specificity is crucial because it ensures that healthy 

individuals are not misclassified as having cancer, preventing unnecessary treatments and anxiety. The Specificity 

Comparison graph depicted in figure 4.2 displays how well HNSVA identifies non-cancerous cases compared to Neural 

Networks and SVM. Over the 10 epochs, HNSVA shows a clear advantage in avoiding false positives, with the graph 

demonstrating a consistent improvement in specificity. This higher specificity means that HNSVA is more reliable in 

distinguishing between healthy individuals and those with lung cancer, reducing the risk of misdiagnosis. 

MCC is especially valuable in medical applications as it assesses how well the model manages to balance the identification 

of both cancerous and non-cancerous cases. The MCC Comparison shown in Figure 4.3 demonstrates how effectively 

HNSVA maintains balanced predictions across both positive and negative cases. Over the course of 10 training epochs, 

HNSVA consistently achieves a higher MCC score than both Neural Networks and SVM.  

 

Figure 4.2. Comparison of Specificity 

The AUC Comparison in figure 4.4 shows that HNSVA has a significantly higher AUC value compared to Neural Networks 

and SVM. The higher AUC suggests that HNSVA is better at distinguishing between patients with lung cancer and those 

without it. As training progresses, the AUC score for HNSVA continues to improve, demonstrating that the hybrid approach 

of combining Neural Networks and SVM enables the model to more effectively differentiate between classes, making it a 

more reliable choice for lung cancer prediction. A lower loss signifies that the model is producing more accurate predictions, 

as it is effectively reducing the gap between the predicted results and the true values.  

In lung cancer detection, minimizing loss ensures that the model is learning effectively and can generalize better to unseen 

data. The Loss Comparison shown in figure 4.5 illustrates how the loss for HNSVA, Neural Networks, and SVM decreases 
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over time. HNSVA consistently shows a lower loss value than the other models, indicating that it is learning more efficiently. 

As the training progresses through 10 epochs, the loss for HNSVA converges faster than Neural Networks and SVM, 

suggesting that the hybrid approach allows for more accurate learning, resulting in better predictions for lung cancer 

progression. Lower loss for HNSVA highlights its superiority in making accurate predictions as it continues to refine its 

understanding of the dataset. 

 

Figure 4.3. Comparison of MCC 

 

Figure 4.4. Comparison of AUC 

 

Figure 4.4. Comparison of Loss 
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The ROC-AUC shown in Figure 4.5 offers a threshold-independent assessment of the model's ability to differentiate between 

cancerous and non-cancerous cases. In lung cancer prediction, this is particularly useful as it demonstrates the model's 

performance across varying thresholds, allowing adjustments based on the diagnostic system's risk tolerance. A high AUC 

score indicates that the model consistently performs well in identifying both true positives and true negatives, making it a 

reliable tool for lung cancer detection. 

The experimental results revealed that HNSVA significantly outperformed standalone Neural Networks and SVM models 

across all metrics. HNSVA demonstrated higher accuracy, making it a more reliable option for clinical applications. It also 

achieved better specificity, effectively minimizing false positives by accurately distinguishing between negative cases. 

Additionally, the model showed a stronger balance in predictions with a higher MCC, accounting for both positive and 

negative cases. Finally, the AUC value indicated that HNSVA had a superior ability to distinguish between classes, further 

solidifying its effectiveness in lung cancer detection. 

 

Figure 4.5. Comparison of ROC  

Precision is a key metric to evaluate how well the model correctly identifies true positives out of all predicted positives. 

Higher precision indicates fewer false positives. The graph shown in figure 4.6 how the precision of HNSVA improves over 

10 epochs in comparison to standalone Neural Networks and SVM. The consistent improvement in precision indicates that 

HNSVA is more effective in reducing false positives while maintaining correct predictions of lung cancer cases. By achieving 

higher precision, the hybrid model ensures that more accurate predictions are made for cancerous cases, which is crucial in 

clinical settings. 

The graph depicted in figure 4.7 highlights how the recall value increases across the epochs for HNSVA, Neural Networks, 

and SVM. HNSVA consistently demonstrates a higher recall, showing its superior capability in correctly identifying patients 

with lung cancer. This improvement over epochs underscores the effectiveness of combining feature extraction from Neural 

Networks with SVM’s classification power. 

Loss is a key indicator of how well the model is learning. Lower loss values indicate that the model is making fewer prediction 

errors as it is trained. The figure 4.8 shows the decrease in loss over time for HNSVA, Neural Networks, and SVM. HNSVA 

displays a significantly faster reduction in loss, demonstrating the model’s ability to learn more efficiently from the dataset. 

By integrating Neural Networks and SVM, HNSVA is able to minimize prediction errors more effectively than the standalone 

models. 
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Figure 4.6. Comparison of Precision 

 

Figure 4.7. Comparison of Recall 

 

Figure 4.8. Comparison of Loss 

5. CONCLUSION 

This research article presents the Hybrid Neural Support Vector Algorithm (HNSVA) for predicting lung cancer progression, 

integrating the feature extraction capabilities of Neural Networks with the classification strengths of Support Vector 

Machines. The experimental findings reveal that HNSVA consistently outperforms standalone Neural Networks and SVM 

models across accuracy, specificity, MCC, and AUC. By effectively balancing precision and recall, HNSVA minimizes both 
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false positives and false negatives, which is vital in medical applications where early and accurate detection of lung cancer 

can greatly enhance patient outcomes. The inclusion of evaluation metrics such as MCC and AUC further reinforces the 

model's robustness in real-world clinical scenarios. With its high specificity and low loss, HNSVA offers a reliable approach 

for distinguishing between cancerous and non-cancerous cases, minimizing misdiagnosis and unnecessary treatments. 

Overall, the results from this research article suggest that hybrid models like HNSVA hold great promise in medical 

applications where the cost of errors is high. The model not only provides high accuracy but also ensures that both positive 

and negative cases are handled with care, making it a valuable tool for lung cancer detection. 

6. FUTURE WORK 

While the Hybrid Neural Support Vector Algorithm (HNSVA) has shown significant promise in predicting lung cancer 

progression, several avenues for future exploration could further enhance its capabilities and broaden its applications. One 

potential direction is adapting HNSVA for real-time diagnostic tools in clinical settings. Integrating the model with medical 

imaging and patient monitoring systems could provide continuous, real-time predictions, offering healthcare professionals 

timely insights into a patient’s condition. Another promising area is multimodal data integration, as lung cancer diagnosis 

often involves various data types such as genetic information, medical images (CT scans), and patient history. Expanding 

HNSVA to incorporate these different modalities could improve the overall accuracy. 

Additionally, although HNSVA performs well, hybrid models can be computationally intensive. Optimizing the algorithm 

to reduce computational costs and improve efficiency would make it more feasible for real-time deployment, especially in 

resource-constrained environments. Another exciting future development could be personalized prediction models. By 

leveraging patient-specific data, HNSVA could offer tailored predictions based on individual risk factors such as age, 

lifestyle, and genetic markers, leading to more patient-centered healthcare solutions. 

The principles behind HNSVA could also be expanded to other medical conditions that involve complex, high-dimensional 

data, such as breast cancer, cardiovascular diseases, or neurological disorders. Applying the model to these diseases could 

provide early detection solutions similar to those seen in lung cancer. Finally, explainability and interpretability will be 

crucial in clinical settings, where understanding why a model makes a certain prediction is essential. Developing more 

interpretable versions of HNSVA could help healthcare professionals trust and understand the decisions made by the model, 

with explainable AI techniques providing insights into which features most influence the predictions. In conclusion, HNSVA 

offers a strong foundation for medical diagnostics, and its current success in lung cancer prediction suggests that further 

advancements will make hybrid models even more impactful in improving healthcare outcomes. 
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