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ABSTRACT 

The swine flu is a highly contagious virus and poses a significant threat to human health. The virus affects various 

physiological systems and presents severe symptoms that harm the affected and the community. Due to its high transmission 

rate and adverse health impacts, it is imperative that the authorities find ways to detect and predict its outbreak early. 

Therefore, machine learning presents an avenue to help identify the illness before it gets out of hand. Review of the use and 

ways through which machine learning can be used will lead to the ability of predicting the infection with precision and saving 

thousands of lives.  Current research work proposed the type of swine flu virus infecting a patient, using Machine Learning 

techniques. Developed in the prototype application are different ML techniques like Support Vector Machine, logistic 

regression, Decision Tree and Naive Bayes.  The process begins by pre-processing the data to clean the input from possibly 

noisy values, missing data, scale, and data reduction so that the input data will be prepared and ready for analysis. 

Subsequently, the pre-processed data is fed into the ML algorithms in order to elicit predictions regarding the type of swine 

flu virus from the patient's records.  Other measures adopted in this research, for example, accuracy, precision, recall, F1-

score, were also used in the performance evaluation of the ML models. Such measures will be essential in reflecting the 

effectiveness of each single model in the right classification of the swine flu virus type.  The results show that the Support 

Vector Machine have outperformed the other ML models in all evaluation metrics, scoring an accuracy rate of 96.32%. This 

implies that the ensemble techniques are very effective in identifying the type of swine flu virus present in the patient to take 

more informed medical decisions and treatment strategies. 
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1. INTRODUCTION 

The swine flu virus is extremely communicable along with has the ability to quickly propagate through a variety of vectors, 

including the air and water. A kind of the virus that causes influenza that represents a severe hazard to public health all over 

the world is the particular strain in question. The seriousness of the illness is highlighted by the fact that viruses that cause 

outbreaks, whether they are local or global, frequently result in mortality [1]. It has been reported that the H1N1 virus has 

caused human infections in a number of different countries, which highlights the worldwide effects of the virus.  Symptoms 

of the swine influenza in humans can range from moderate to severe respiratory diseases and other consequences. They are 

especially susceptible to the respiratory tract, which is particularly susceptible to the disease. According to estimates provided 

by the World Health Organisation (WHO), the influenza virus is responsible for the deaths of between 300,000 and 600,000 

people each year, affecting anywhere from 10 to 25% of the world's inhabitants [2]. The economic repercussions of these 

infections are large, in addition to the fact that they cause a significant amount of morbidity. 

The financial impact of influenza-related diseases is tremendous, estimated to be between $75 billion to $190 billion yearly 

in the United States alone. This is only the United States. Not only does this financial burden have an impact on the medical 

sector, but it also contributes to broader consequences for the economy of the entire world. Swine flu outbreaks have the 

potential to put a strain on healthcare resources, cause disruptions in production, and result in enormous losses for 

organisations and governments all over the world. In order to lessen the impact that the swine flu has on both general health 

and economic activity, it is necessary to develop and implement efficient measures regarding the mitigation, early 

identification, and treatment of the disease [3].  The purpose of this research is to suggest the utilisation of a method that is 

based on machine learning for the classification and forecasting of epidemics of swine flu. The algorithm that is being used  
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is designed to make predictions about the potential spread of the sickness, and it also makes adjustments to those forecasts 

on a continuous basis as new instances become known. The capability of the technique to construct exclusion zones, which 

are determined by a set of limits that are produced by computational processes, is one of the most important features of the 

technique [4]. 

The study and investigation of trends within information sets, especially those connected to outbreaks of swine flu, can 

largely benefit from the application of machine learning, which offers substantial advantages. The algorithm is able to 

successfully interpret information gathered from datasets used as training and provide recommendations that utilise the 

patterns that it has learned by utilising classifiers that depend on machine learning techniques [5].  The approach entails 

training the classifiers using labelled datasets, in which every point of data has a connection with a known result (for example, 

whether the individual is diseased or not infected). The information obtained from the training data is subsequently utilised 

by these neural networks in order to derive predictions from data that has not yet been seen. Through the utilisation of this 

predictive skill, the algorithm is able to foresee epidemics of swine flu and classify individuals according to the likelihood 

that they would become infected.  Overall, the incorporation of machine learning approaches into the classification and 

prediction of swine flu shows promise for enhancing our comprehension of the dynamics of the disease and allowing the 

development of more efficient response tactics [6]. Healthcare workers are able to better forecast and control epidemics of 

swine influenza by using the potential of machine learning, which ultimately leads to superior outcomes for the general 

population. 

A new method that makes use of machine learning techniques for the purpose of providing real-time forecasts of the 

occurrence of swine flu is presented in this line of research. Symptoms of swine flu, which is referred to as H1N1 influenza, 

include throat pain, chills, weakness, vomiting, runny nose, body pains, coughing, and fever. Swine flu is frequently referred 

to as H1N1 influenza. It is possible that some cases will exhibit multiple instances of the aforementioned signs, with breathing 

being the most prevalent of the illnesses [7].  On the basis of the presentation of symptoms, machine learning classifiers are 

an essential component in the process of forecasting the state of swine flu infection. The Support Vector Machine, logistic 

regression, random forest, Decision Tree, Naive Bayes, and Ensemble methods are all examples of a classifier that falls under 

this category. Considering the inherent difficulty of the task, these classification algorithms are capable of delivering binary 

outcomes ("Yes" or "No") concerning the existence of swine flu in people.  During the procedure, the classifiers are trained 

with the help of labelled datasets that contain details regarding symptoms and the accompanying diagnosis for swine flu. The 

ability to recognise patterns that are suggestive of swine flu infection is developed by the classifiers through the process of 

learning from these database sets [8]. With this information, they are able to properly determine whether or not a person is 

likely to have been contaminated with a viral infection according to the symptoms that they are experiencing.  Healthcare 

workers are able to immediately estimate the possibility of swine flu contamination among patients by utilising the predictive 

capacity of machine learning algorithms. This allows for timely treatments and prevention measures to be taken. This 

proactive strategy to managing swine flu has the potential to help reduce the propagation of the illness while enhancing the 

results for patients. 

2. LITERATURE SURVEY 

The utilisation of data from social media platforms is a promising route for effectively identifying outbreaks of epidemics 

and sending immediate notifications to the general population. The purpose of this research is to present a comprehensive 

model that is intended to identify outbreaks of influenza-like illness (ILI) by utilising three essential modules: categorization, 

visualisation, and prediction through the use of linear regression.  In a manner that is analogous, another research endeavour 

suggested a model for the identification of influenza based on the analysis of tweets [9]. This model utilised Support Vector 

Machine (SVM) as a method of machine learning for categorization. The study found that the model was effective in reliably 

recognising tweets connected to flu epidemics, as indicated by the consistent correlation value of 0.89 that was recorded with 

the highest level of accuracy after the study was conducted.  In addition to this, the research included the examination of 

health-related data on Twitter in order to keep track of health issues in real time [10]. The primary objective of the 

investigation was to identify tweets that contained references to health organisations. Illness-related tweets were detected 

and categorised by the utilisation of a domain-tagger named entity technique. However, the study did not take into account 

tweets from persons who had been diagnosed with the disease. 

In addition, the research explored the public's perception of the swine flu and H1N1 in Japan. This was accomplished by 

utilising regression and statistical methods to examine tweets from a number of places in Japan [11]. The purpose of the 

study was to identify incidences of influenza-like illness (ILI) in various regions of Japan by systematically identifying tweets 

that contained the hashtag #flu.  In the study, Natural Language Processing (NLP)-based algorithmic methods for 

classification were utilised in order to categorise tweet messages that were associated with influenza or influenza-like illness. 

The use of this method allowed for the precise classification of tweets, which resulted in the acquisition of significant 

knowledge regarding the frequency of conversations on social networking platforms that were relevant to the flu [12]. 

For the purpose of recognising illness tasks in tweets, a machine learning approach is utilised. Through the use of the social 

networking service Twitter, a frequency-based analysis was performed on two diseases, including cancer and influenza. The 
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purpose of their geographical study in every state of the US was for tracking the spread of epidemics in the various regions 

of the United States by counting the number of cases of both of these illnesses that were produced in the states itself [13]. 

For the purpose of conducting an analysis of the location facts, the specifics of the location were derived from the timelines 

of the users. All of the users who cited the information regarding cancer or the flu were included in the dataset, which also 

included correct details on the areas of the United States. The technique was unusual in that it provided real-time surveillance 

and was able to detect illness outbreaks in the states of the United States, such as those involving cancer or influenza. Given 

that this study did not take into account significant aspects such as affected individuals, feelings regarding the disease, and 

worrisome circumstances, it appears that the most significant shortcomings of this research are the aforementioned. Similarly, 

the machine learning-based model was utilised by Support Vector Regression (SVR) in order to estimate the regional-based 

viral occurrence in the United States. They optimised the SVR model by configuring two datasets: one that utilised supported 

data from the Centres for Disease Control and Prevention (CDC), and the other that had been constructed on tweets from the 

United States. 

3. METHODOLOGY 

3.1 Data Preprocessing 

After the raw, unorganised facts have been retrieved, it is a difficult process to retrieve important information from a text 

corpus that is not organised with any particular structure. In order to normalise the data that is going to be deployed as a 

feature, the data is transformed by employing the natural language processing preprocessing procedures. This includes the 

removal of stop words, unique characters, stemming, and tokenization, as well as hyperlinks, @mentions, retweets, 

punctuation, and URLs. The purpose of this procedure is to deliver the corpus in a format that allows it to be processed 

effectively in order to improve their output. This is accomplished by removing aspects of the information that are not 

associated with the corpus. Through the process of tokenization, the text of the tweet is broken up into individual word tokens 

[14]. On the other hand, the stemming methodology involves reducing the term to its root or base word by utilising the NLTK 

porter stemmed techniques in Python.2.  

The biases in labelling were eliminated by having three different people label a specific group of 6000 tweets after the 

preliminary processing phase was completed. For a tweet that indicates that a person is infected with dengue or influenza, a 

label of 1 is assigned, and for all of the other tweets that provide certain details about those particular diseases, a label of 0 

is assigned [15]. Following that, the labelling is accepted by means of the amount of agreement between the annotation 

evaluators. 

3.2 Classification Algorithms 

3.2.1 Logistic Regression 

Logistic regression is a statistical technique that models the logistic curve by employing probability functions and operating 

on the basis of probability values. The classification technique in question is supervised, which means that it necessitates 

class labels to be present in the data set. Logistic regression is a technique that is typically utilised for binary categorization 

tasks. It employs training on labelled data to make predictions regarding whether a consequence is positive or negative, 

which are represented by the numbers 0 and 1, respectively.  

For the construction of the logistic regression (LR) model, the subsequent function is typically utilised: 

𝑓(𝑎𝑖) = 𝑎𝑖 ⋅ 𝑤 + 𝑏  {1} 

In formula (1), the symbol w stands for the weights, which are represented by the formula: 𝑤 = (𝑤1, 𝑤2, 𝑤3, … , 𝑤𝑘)𝑇 .  The 

bias term is denoted by the symbol b, and the equation 𝑤 = (𝑤1, 𝑤2, 𝑤3, … , 𝑤𝑘)𝑇  is used to calculate the bias term. Logistic 

regression is a statistical technique that aims to minimise the loss operation, which has been defined as the total number of 

squared variances between the events that were predicted and those that actually occurred: 

𝐿 = ∑  𝑛
𝑖=1 (𝑓(𝑎𝑖) − 𝑏𝑖)

2  {2} 

3.2.2 Decision tree 

An example of a framework for machine learning that is both widely used and relatively straightforward is the Decision Tree. 

Regression as well as classification analysis of data sets are both uses that can be accomplished with its assistance. This 

model divides the data into various categories by using an assortment of queries as the basis for the partitioning. A decision 

tree is a type of decision tree that uses a categorization procedure that is similar to it. When the tree is first established, all of 

the samples are stored at the root. In the course of its operation, the model divides the samples into a number of different 

groups according to the queries, thereby identifying the characteristic to which the sample i belongs. A recursive process is 

utilised in order to generate the tree to its final form.  

The process of selecting features involves analysing measures that include the Gini index, information entropy, or gain ratio. 

These metrics measure the impurity or unpredictability of the dataset both before and after the partitioning process. An ideal 
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partition of the feature set is achieved as the outcome of the decision tree technique's iterative selection of the characteristic 

and threshold that minimises the impurity or maximises information gain.  

3.2.3 Support Vector Machine 

A Support Vector Machine, often known as an SVM, is a well-known machine learning model that is utilised for 

classification and regression tasks. It is well-known for its accuracy in managing several sorts of data, including text and 

images. Due to the fact that it is both accurate and easy to process, support vector machines (SVM) have found widespread 

use in the field of medicine, particularly in areas such as a diagnosis, forecasting, and categorization. The support vector 

machine (SVM) is able to successfully segregate different categories of targets by generating the hyperplane in a space that 

is multivariate. The most important goal of support vector machines (SVM) is to generate an ideal hyperplane in an iterative 

manner in order to reduce the number of errors. This is accomplished by establishing a marginal hyperplane of the greatest 

possible length in order to accurately categorise the information being analysed into two categories.   

𝑤𝑇𝑥𝑖 + 𝑏 = 0  {3} 

The weight of the vector format which is what defines the orientation of the hyperplane, is denoted by the symbol w in this 

circumstance. It comprises of weights 𝑤1, 𝑤2, … , 𝑤𝑘 according to the features. b is the parameter that is used for determining 

the distance between each hyper plane and the vector of features that was first employed. 

𝑚𝑎𝑥 ∑  𝑛
𝑖=1 𝛼𝑖 −

1

2
∑  𝑛

𝑖=1 ∑  𝑛
𝑗=1 𝛼𝑖𝛼𝑗𝑏𝑖𝑏𝑗𝑎𝑖

𝑇𝑎𝑗

 subject to: 

∑  𝑛
𝑖=1 𝛼𝑖𝑏𝑖 = 0, 𝛼𝑖 > 0, 𝑖 = 1,2, … , 𝑛

  {4} 

3.2.4 Naïve bayes 

When it comes to classification problems, Naïve Bayes is a significant classifier that is commonly utilised in numerous 

applications. Being straightforward in nature makes it an ideal choice for a wide range of classification problems. Bayes' 

theorem, in conjunction with the likelihood value, is the foundation upon which it operates. Assigning a label to each and 

every occurrence of an issue that is represented as an independent characteristic is what the Naïve Bayes technique makes 

use of. That is to say, it is a system of categorization that operates on the foundation of Baye's theorem and makes use of the 

premise that the variable in consideration is independent.  

Generally, model belongs to bayes theorem are using the posterior probability  

P(A|C) from P(A). P(C), P(C|A).   

    𝑃(𝐴|𝐶) =
𝑃(𝐶|𝐴)𝑃(𝐴)

𝑃(𝑐)
   {5} 

From equation 8,  

𝑃(𝐴|𝐶) –  𝑃𝑟𝑜𝑏𝑎𝑏𝑖𝑙𝑖𝑡𝑦 𝑜𝑓 𝑝𝑜𝑠𝑡𝑒𝑟𝑖𝑜𝑟 𝑐𝑙𝑎𝑠𝑠 𝑤ℎ𝑖𝑐ℎ 𝑟𝑒𝑝𝑟𝑒𝑠𝑒𝑛𝑡 (𝐴, 𝑡𝑎𝑟𝑔𝑒𝑡) 

𝑃(𝐴) –  𝑃𝑟𝑜𝑏𝑎𝑏𝑖𝑙𝑖𝑡𝑦 𝑜𝑓 𝑝𝑟𝑖𝑜𝑟 𝑐𝑙𝑎𝑠𝑠 

𝑃(𝐶|𝐴) –  𝑙𝑖𝑘𝑒𝑙𝑖ℎ𝑜𝑜𝑑 𝑚𝑒𝑎𝑛𝑠 𝑡ℎ𝑒 𝑝𝑟𝑜𝑏𝑎𝑏𝑖𝑙𝑖𝑡𝑦 𝑜𝑓 𝑔𝑖𝑣𝑒𝑛 𝑝𝑟𝑒𝑑𝑖𝑐𝑡𝑜𝑟 𝑐𝑙𝑎𝑠𝑠 

𝑃(𝐶)  −  𝑝𝑟𝑜𝑏𝑎𝑏𝑖𝑙𝑖𝑡𝑦 𝑜𝑓 𝑝𝑟𝑖𝑜𝑟 𝑝𝑟𝑒𝑑𝑖𝑐𝑡𝑜𝑟. 

4. RESULT AND DISCUSSION 

4.1 Dataset description 

The dataset provided for the Kaggle competition "Prediction of H1N1 Vaccination" aimed to forecast whether people 

acquired an H1N1 influenza vaccination based on demographic, health-related, and immunization-related factors. It 

incorporated three key files: the coaching unit functions, that contained anonymized records about participants, like age, 

schooling, and household measurement; the objective labels document, indicating whether every particular person gained an 

H1N1 flu pictures; and also, the check unit functions, which mirrored the framework of the coaching unit however lacked 

the objective variable. Additionally, there has been a submission format document that specified the format for submitting 

predictions. Contributors had been tasked with the use of the coaching records to increase predictive fashions after which 

making predictions for the check data. Participants strived to develop models using the training data that could accurately 

predict if an individual received the H1N1 flu vaccine based on the provided variables, in order to submit their predictions 

for evaluation. 

Through the utilisation of Receiver Operating Characteristic (ROC) Area Under the Curve (AUC) curves, the results have 

been visualised. These curves offer insights into the performance of various models. Each of these curves, which can be 

found in Figure 2, Figure 3, Figure 4, and Figure 5, illustrates how well each model performs on the dataset. Based on these 
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numbers, it is clear that the Support Vector Machine (SVM) model, more precisely the one that is marked as 3.2.3, has proven 

the best level of accuracy. In terms of forecasting H1N1 flu vaccine, this SVM model achieved an accuracy of over 95.36%, 

while in terms of predicting seasonal flu vaccination, it reached an accuracy of 96.32%. According to these findings, the 

Support Vector Machine (SVM) model is superior to other models in terms of its ability to reliably forecast the effects of 

vaccinations against H1N1 and seasonal flu. As a result, this model offers an intriguing strategy for the task of vaccination 

prediction. 

 

Figure 2. ROC AUC curve for Logistic Regression 

 

Figure 3. ROC AUC curve for Decision tree 

 

Figure 4. ROC AUC curve for Naïve bayes 
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Figure 5. ROC AUC curve for Support Vector Machine 

Following Table 1, shows the result comparison of machine learning algorithm such as Support Vector Machine, logistic 

regression, Decision Tree and Naive Bayes by using various evaluation metrices such as accuracy, precision, recall, F1-

score, sensitivity, and specificity.  In the comparison it is clearly visible that the performance of Support Vector Machine 

outperforms better than other machine learning approaches used.  Also, the comparison figure 6, clearly depicts the 

performance of all the ML algorithms schematically. 

Table 1. Performance comparison of ML algorithms 

Classification algorithms Accuracy Precision Recall F1-score 

Logistic Regression 88.38 89.36 87.36 86.26 

Decision Tree 91.32 90.36 92.31 91.03 

Naïve bayes 93.12 92.31 93.64 90.56 

Support Vector Machine 96.32 95.03 94.36 95.06 

 

 

Figure 6. Performance comparison of various ML models 

80

82

84

86

88

90

92

94

96

98

Accuracy Precision Recall F1-score

Logistic Regression Decision Tree Naïve bayes Support Vector Machine



Nashreen Begum J, Dr. Sandeep Chahal 
 

pg. 432 

Journal of Neonatal Surgery | Year: 2025 | Volume: 14 | Issue: 11s 

 

5. CONCLUSION 

Because of the highly transmissible nature of the swine flu and the serious health repercussions it can cause, it continues to 

be an urgent topic of concern. There are promising methods available for early identification and forecasting of outbreaks 

that can be provided by machine learning, which has the potential to save numerous lives. This research has proved the 

effectiveness of several machine learning approaches, including Support Vector Machine, logistic regression, Decision Tree, 

and Naïve Bayes, in determining the type of swine flu virus that is infecting individuals. These approaches were explored 

through the exploration of various machine learning techniques. A comprehensive evaluation of the effectiveness of all the 

models was carried out by preprocessing the data and making use of evaluation metrics such as precision, recall, precision, 

and F1-score. According to the findings, the effectiveness of the Support Vector Machine model was superior to that of other 

models, as it achieved an excellent accuracy rate of 96.32%. These findings highlight the significance of utilising machine 

learning in the healthcare industry to improve disease diagnosis and to provide information that can be used to inform medical 

choice-making, which will eventually lead to healthier outcomes for patients and for the general population. 
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