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ABSTRACT 

Lung cancer is one of the most aggressive diseases globally, responsible for over 9 million deaths annually. Early staging is 

critical for improving recovery rates, and RNA sequence analysis has emerged as a vital technique in this process. Recent 

advancements in AI have significantly enhanced the efficiency and accuracy of human genomics analysis. This study 

proposes Lung Cancer Classification Using Optimized Deep Learning Approaches(CC-ODLA) to classify various lung 

cancer typesspecifically kidney renal clear cell carcinoma (KIRC), breast invasive carcinoma (BRCA), lung squamous cell 

carcinoma (LUSC), lung adenocarcinoma (LUAD), and uterine corpus endometrial carcinoma (UCEC)—using deep learning 

methods. The first approach combines BPSO-DT and CNN to analyzetumor RNA-seq gene expression data. The proposed 

methodology consists of three phases: (1) preprocessing, which optimizes high-dimensional RNA-seq data to select optimal 

features and converts them into 2D images; (2) data augmentation, which increases the dataset size from 2,086 samples to 

five times larger to mitigate overfitting; and (3) deep CNN architecture, employing a two-layer convolutional framework for 

feature extraction and classification, achieving a testing accuracy of 96.90%. The second approach introduces an AFOECNN, 

designed to enhance classification accuracy in lung cancer datasets. This approach also involves three phases: (1) 

preprocessing using K-Means Clustering (KMC) to reduce noise and handle missing data; (2) feature subset selection via the 

AFO algorithm to identify significant features based on fitness values; and (3) classification using the Enhanced CNN 

(ECNN) algorithm, which demonstrates superior precision, recall, F-measure, and accuracy compared to existing algorithms 

while maintaining lower time complexity. The comparative results indicate that the proposed methods not only improve 

classification performance but also offer efficient computational resource management, underscoring the transformative 

potential of AI in smart healthcare solutions.Using Adaptive Firefly Optimisation, the Enhanced CNN improves 

classification performance with 98% testing accuracy, 93.21% precision, 98% recall, and 91.82% F1-score. However, the 

combination BPSO-DT and CNN method achieves 96.90% testing accuracy. 
 

Keywords: Lung Cancer Classification, Optimized Deep Learning, Convolutional Neural Network, K-Means Clustering, 

BRCA, UCEC, particle swarm optimization 

1. INTRODUCTION 

Still one of the most horrible global health hazard with over 9 million deaths per year is lung cancer[1]. Early identification 

and correct classification of lung cancer's complexity and aggressiveness is necessary for better treatment and prognosis[2]. 

Among the innovative diagnostic technologies, RNA sequencing (RNA-seq) has been more crucial for understanding tumor 

biology and lung cancer type diagnosis depending on gene expression patterns[3]. Nevertheless, processing and interpretation 

of the high dimension of RNA-seq data presents challenges[4]. 

Recent artificial intelligence (AI) developments especially deep learning offer promising approaches to handle such difficult 

material[5]. Deep learning models especially CNNs have shown astonishing performance in feature extraction and 

classification issues across many disciplines, including healthcare[6]. Optimizing these models to gain higher accuracy, 

lower processing costs, and more generalizing power is very essential in lung cancer classification[7]. 

Lung cancer Classification Using Optimized Deep Learning Approaches (CC-ODLA) is a new framework integrating AI 

techniques with RNA-seq data presented in this paper[8]. Two first approaches are proposed: a hybrid model combining 

BPSO-DT with CNN and an AFOECNN[8]. These methods strive to increase classification accuracy, efficiency, and 

resource management for various lung cancer types, thereby offering a robust AI-based tool for tailored lung cancer 

diagnosis[9]. 
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Motivation: Given the critical need of accurate lung cancer classification and early diagnosis, this study intends to employ 

advanced deep learning techniques to address the limits of current lung cancer classification methods[10]. Early intervention 

assisted, computational complexity reduced, and classification accuracy much raised by application of optimum AI 

algorithms helps to save lives and improve patient outcomes. Combining deep learning with RNA-seq advances the field of 

customized lung cancer treatment even further. 

Problem statement: Correct classification of lung cancer types based on RNA-seq data remains challenging given the 

tremendous dimensionality and complexity of gene expression patterns. Current machine learning methods can suffer in 

multi-class lung cancer classification tasks from overfitting, inefficiencies, and low accuracy[11]. This paper aims to address 

these challenges thus improving early diagnosis and treatment choices by means of a novel deep learning framework 

maximizing feature selection, reduces computational overhead, and improves classification performance for various lung 

cancer types. 

The objectives of this paper 

➢ To provide a framework suitable for lung cancer classification With RNA sequence analysis combined with 

innovative artificial intelligence techniques, optimistically to design and apply the CC-ODLA framework for exact 

categorization of numerous lung cancer kinds. 

➢  Use of this helps to enhance data processing and feature selection. Using BPSO-DT and K-Means Clustering 

(KMC), for effective feature selection and data augmentation, hence improving the quality and quantity of RNA-

seq data utilized in classification applications. 

➢ By means of deep learning models including CNN and Enhanced CNN (ECNN) to classify lung cancer types with 

high accuracy, precision, recall, and F-measure, so highlighting the possibilities of these approaches in enhancing 

early-stage lung cancer detection and so improving patient outcomes. 

The upcoming section is as follows: section 2 deliberates the related works, section 3 examines the proposed methodology, 

section 4 describes the results and discussion and section 5 concludes the overall paper work. 

2. RELATED WORK 

This section will review several advanced optimization techniques used to increase the accuracy of lung cancer classification 

by means of machine learning approaches. BPSO-DT, AFOECNN, RNN, SDAE, and the BFA are discussed in this study. 

Every method emphasizes, if one aims to provide a proper diagnosis, the need of data processing and feature selection. 

Binary Particle Swarm Optimization with Decision Tree (BPSO-DT) 

An evolutionary strategy is used to optimise the classification of lung nodules using CNNs. An GA is used to create CNN 

designs and optimise hyperparameters, approaching optimal solutions[12]. This algorithm is based on a variety of bio-

inspired methodologies, including natural selection and Darwinism. To compare two deep learning models that were built 

manually, Deep Local-Global Network and FractalNet were trained. The best GA-CNN achieved a remarkable classification 

accuracy, surpassing both of the models that were developed manually, as seen below. Based on the findings, GAs are a 

viable option for diagnosing issues; in the future, this process might be fully automated by using GAs to construct and 

optimise CNN structures for various therapeutic applications. 

Adaptive Firefly Optimization with Enhanced Convolutional Neural Network (AFOECNN) 

This paper suggests to increase the classification accuracy by means of Adaptive Firefly Optimization with Enhanced 

Convolutional Neural Network (AFOECNN). Three primary phases preprocessing, feature subset selection and classification 

form part of the proposed system. K-Means Clustering (KMC) method is used preprocessing to lower the noise data from 

the provided gene expression dataset. Using k-means centroid values, it manages the missing features[13]. It helps to more 

successfully raise the categorization accuracy. The technique of feature subset selection for the preprocessed data helps to 

identify more instructive elements from the lung cancer dataset. It is carried out using AFO technique and computes the 

required and conspicuous feature depending on the best fitness values utilizing the objective function. It turns the data into 

pictures then enhances those visuals. 

Recurrent Neural Network (RNN) 

To choose a subset of features, proposed original framework of feature selection based on RNN. In particular, the framework 

has been used to choose micro-array data characteristics for cell categorization[14]. Under the framework, there are four 

feature selection models with varying topologies of recurrent neural networks under which GRU, LSTM, RNN and bi-

directional LSTM find resonance. Using actual micro-array datasets, the benefits of the system are shown. 

Stacked Denoising Autoencoder (SDAE) 

The paper proposed a deep learning method for identifying genes crucial for the diagnosis of breast lung cancer and for lung 

cancer detection overall. Using Stacked Denoising Autoencoder (SDAE), we first painstakingly retrieved functional traits 
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from high-dimensional gene expression patterns. The next step was to evaluate the acquired representation's performance 

using supervised classification models[15] to validate the new features' usefulness in lung cancer detection. An SDAE 

connection matrix analysis led to the discovery of a cluster of highly interdependent genes. Based on the results and analysis, 

it seems that these interacting genes might be useful lung cancer biomarkers for detecting breast lung cancer that warrants 

more investigation.. 

Binary Firefly Algorithm(BFA) 

To find the best subset of features to use in a Random Forest classifier for breast, cervical, and hepatocellular carcinoma 

(liver) lung cancer diagnosis, it looked at adding a penalty function to the existing fitness function that promotes the Binary 

Firefly Algorithm. Compared to other modern methods based on Deep Learning and Information Gain, it showed an 

improvement in classification accuracy and feature reduction [16]. 

The paper shows how effectively merging deep learning models with optimization methods could help to detect lung cancer. 

BPSO-DT and AFOECNN are able to raise the accuracy of diagnostic jobs by means of evolutionary techniques. Unlike the 

SDAE, which identifies important genes for breast lung cancer screening, the RNN framework has great promise in the 

micro-array feature selection. BFA emphasizes the possible consequences of these methods in the detection of lung cancer 

by proving a higher degree of feature reduction and classification accuracy than the approaches already used. 

3. PROPOSED METHOD 

The paper includes a collection of deep learning algorithm and data processing approach-based diagrams illustrating 

numerous complex ways for lung cancer detection and analysis. Every figure shows a different framework or method 

emphasizing the effectiveness of many approaches in improving classification accuracy and performance across several lung 

cancer kinds. Mostly grounded on deep learning architectures, feature selection, and preprocessing, these novel ideas 

Contribution 1: Develop and Propose CC-ODLA Framework 

The paper propose the CC-ODLA framework for classifying several lung cancer types using advanced deep learning 

techniques with an eye toward kidney renal clear cell carcinoma, breast invasive carcinoma, lung squamous cell carcinoma, 

lung adenocarcinoma and uterine corpus endometrial carcinoma. 

 

Figure 1:Framework for Enhanced Lung cancer Classification Using Optimized Deep Learning Approaches (CC-

ODLA) 
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Figure 1 offers a framework for best deep learning-based lung cancer categorization. The preprocessing step in the figure 

consists mostly of two phases: noise reduction using the KMC approach and feature selection using BPSO-DT. K-means 

clustering, often known as KMC, helps remove noise from the data that only relevant trends show up for further analysis. 

BPSO-DT reduces the dimensionality of the dataset by selecting the most relevant characteristics, therefore conserving 

significant gene expression data. Following that, ideal 2D images derived from the processed RNA-seq data are fit for deep 

learning models. This translation allows the framework better identify tumors by using CNNs and other image-based deep 

learning architectures. Preprocessing assures ordered, appropriate, and clean input, hence enhancing the learning capacity 

and performance of the model. 

 Data augmentation thus five-fold increases the dataset size, hence enhancing model generalization and reducing overfitting. 

Main deep learning architecture combines Enhanced CNN (ECNN) with Adaptive Firefly Optimization (AFO) and standard 

CNNs to improve classification accuracy and efficiency. Showing its flexibility, the method identifies many lung cancer 

types including Kirc, BRCA, LusC, LUAD, and UCEC. Great accuracy (96.90% – 98%), precision (93.21%), recall (98%), 

and F1-score (91.82%) are shown by performance statistics. Moreover perfect for real-world, extensive lung cancer 

classification projects, the framework offers improved scalability and time complexity[17]. 

|𝜕𝑞𝑤 − 𝑝𝑘′′|: 𝐽𝑘 < 𝑃 − 𝑟𝑡𝑦′′ + 𝑁𝑘 >    (1) 

This is the CC-ODLA framework's equation 1 representation of the input feature-output categorization connection𝜕𝑞𝑤 −
𝑝𝑘′′. To increase the accuracy of lung cancer classification𝐽𝑘, it shows how the optimization parameters (such as biases and 

weights)𝑃 − 𝑟𝑡𝑦′′ interact inside the model𝑁𝑘. Improved prediction accuracy in deep learning applications is made possible 

by equation 1, which successfully correlates RNA sequence data with lung cancer kinds.  

𝜕2𝐸𝑝 < 𝑇𝑦 − 𝑝𝑘𝑗′′ > : 𝑊𝑎 < 𝑉𝑥 − 𝑧𝑢𝑖′′′ >   (2) 

By highlighting the changes made to optimize feature selection𝑇𝑦 − 𝑝𝑘𝑗′′ and classification performance𝑊𝑎, the equation 

2showsthe energy potential (𝜕2𝐸𝑝) is connected to the model parameters and how sensitive it is𝑉𝑥 − 𝑧𝑢𝑖′′′. The need for 

dynamic optimization in developing effective AI-driven healthcare solutions is shown by this equation. 

−𝑂𝑘2 < 𝑃𝑙 − 𝑟𝑤′′ > : 𝐻𝑔 < 𝑊𝑞 + 𝑢𝑦𝑡′′ >   (3) 

In the context of lung cancer classification−𝑂𝑘2, equation 3 describes the interplay𝑃𝑙 − 𝑟𝑤′′ between optimization 

criteria𝐻𝑔 and loss functions𝑊𝑞 + 𝑢𝑦𝑡′′. This equation highlights the significance of achieving a balance between precision 

and computing efficiency within the CC-ODLA framework, which enables effective decision-making while diagnosing lung 

cancer[18]. 

 

Figure 2: AFO-ECNN Framework for Lung cancer Classification 
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The suggested lung cancer classification based on gene expression data system consists of three main stages. Beginning is 

data collecting for gene expression databases from tumor tissues shown in figure 2. In the preprocessing stage, normalizing 

numbers for consistency, imputation replacing missing values and outlier detection and removal assist to prepare the data 

thereby ensuring reliable analysis. The preparation stage ensures uniform, neat, appropriate for data on gene expression in 

studies. It covers outlier detection to remove aberrant data points that might skew results, imputation to handle missing data 

by projecting appropriate values, and consistent normalization of scale values. These techniques ensure that only relevant 

and accurate features are used for further investigation, thereby improving the data quality and dependability and therefore 

the performance of the lung cancer classification model. 

Using the Ant Colony Optimization (AFO) method, a metaheuristic approach motivated by ants' foraging behavior, feature 

selection narrows down significant genes to discover the most discriminative genes enhancing classification accuracy. 

Synthetic examples help to enlarge the augmentation phase, thereby boosting model generalization and reducing overfitting. 

After that, an evolutionary convolutional neural network (ECNN) is trained on the enhanced data thereby enabling the model 

to pick trends for many types of lung cancer. Following training, type of prediction helps the model to properly categorize 

lung cancer types from new data. Performance evaluation of the model at last employs accuracy, precision, recall, and F1-

score to ascertain its efficiency. Preprocessing helps to address issues such as irrelevant features, missing values, and outliers 

by means of which clean and ready data is produced. This ensures the strength of the next studies and the validity of the 

framework in properly classifying lung cancer. 

𝐸𝑓 < 𝑇𝑟 − 𝑤𝑞′′ > : 𝐿𝑝 < 𝑇𝑟′ − 𝑠𝑎𝑞′′ >   (4) 

The optimization procedure𝐸𝑓 in the CC-ODLA framework depends on the training parameters𝑇𝑟 − 𝑤𝑞′′, and Equation 4 

shows 𝐿𝑝 parameters influence the energy function𝑇𝑟′ − 𝑠𝑎𝑞′′. This equation highlights the framework's talent for 

improving lung cancer dataset classification accuracy and refining feature extraction by balancing training modifications 

with energy dynamics[19]. 

𝐹𝑏 − 𝑣𝑑𝑠′′: 𝑌𝑝′ + 𝐸𝑞 < 𝑅𝑒 − 𝑠𝑡′′ > −𝑟𝑎𝑓′′ (5) 

The equation shows how the CC-ODLA architecture−𝑟𝑎𝑓′′ maintains a balance between feature biases and the necessary 

dynamic changes𝑅𝑒 − 𝑠𝑡′′ for successful classification. To avoid overfitting, it considers regularisation terms' effects and 

emphasizes the connection between input characteristics' (𝐹𝑏 − 𝑣𝑑𝑠′′) and energy quality 𝑌𝑝′ + 𝐸𝑞 importance in correct 

lung cancer classification. This equation 5 highlights how critical it is to optimize model parameters for optimal performance. 

𝑈𝑤 ∗ (𝐿 − ∀ ∗ 𝐵𝑛𝑣 − 2𝑞) ≡ 𝑊𝑎 <∝2 𝑄 ≥ (𝐸𝑞 − 2𝑤𝑞′′)  (6) 

To optimize∝2 𝑄 the deep learning models of the CC-ODLA framework𝐸𝑞 − 2𝑤𝑞′′, the equation shows the interaction 

between weight adjustments (𝑈𝑤), loss factors (𝐿 − ∀ ∗  𝐵𝑛𝑣 − 2𝑞), and regularisation components (𝑊𝑎). This equation 

demonstrates how getting optimum performance in RNA sequence analysis and lung cancer detection is helped by careful 

tweaking of weights and parameters. 

Contribution 2: Enhance RNA Sequence Data Analysis 

Leading to enhanced feature extraction and classification accuracy by means of approaches including BPSO-DT and CNN, 

hence optimizing the analysis of high-dimensional RNA-seq gene expression data finally obtaining a testing accuracy. 

 

Figure 3: K-Means Clustering Visualization for Lung cancer RNA Sequence Analysis 
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In the framework of lung cancer RNA sequence analysis, Figure 3 shows the use of the K-Means clustering technique. Data 

points showing gene expressions from RNA sequences are first randomly distributed without clear classifications pertaining 

to various lung cancer kinds in the before K-Means phase. Starting with centroids shown as star representations—the 

clustering procedure proceeds repeatedly assigning each gene expression data point to the closest centroid depending on 

genetic similarity. This repeated procedure goes on until the centroids settle and separate clusters result. Relevant to certain 

lung cancer types, these clusters of genes show comparable expression patterns in the after K-Means phase. This step of post-

processing helps to improve these clusters such that points within each group genes are more similar to one another than in 

other groups. Helping to identify lung cancer subtypes, this graphic shows the change from an unstructured dataset to well-

defined lung cancer-related gene groups[20]. 

𝑇𝑅𝑤 < 𝑅𝑞𝑎 − 𝑏ℎ𝑗′′ > : −𝜕𝑤𝑞 < 𝑃 − 𝑟𝑡′′ >   (7) 

In terms of input parameters−𝜕𝑤𝑞, the equation 7 shows how the training rate of weights (𝑇𝑅𝑤) relates to the gradient of 

the loss function (𝑅𝑞𝑎 − 𝑏ℎ𝑗′′). This association highlights the need to adjust weights𝑃 − 𝑟𝑡′′ in the CC-ODLA framework. 

This framework's capacity to improve its prediction accuracy using RNA sequence data for lung cancer classification tasks 

by emphasizing the iterative nature of weight optimization. 

(𝜕∀′ − 𝑅𝑓𝑡) +  
2

4𝑟′
− 𝐻 < 𝐿 − 𝑒𝑤𝑞′′ > : 𝐽 < 𝑇𝑢, 𝑟′′ >   (8) 

Within the CC-ODLA framework𝐿 − 𝑒𝑤𝑞′′, the equation 8 depicts the interaction𝐽 < 𝑇𝑢, 𝑟′′ > between the regularisation 

factors (𝜕∀′ − 𝑅𝑓𝑡) and the derivatives of the optimization parameters (
2

4𝑟′
− 𝐻. To enhance classification accuracy, this 

equation highlights the need of balancing regularisation with loss reduction. 

𝑇: < ∀′, 𝐹𝑑𝑞 < 𝑇𝑟′ − 𝑒𝑤𝑞′′ >>∗ (𝑇′𝑠 < 𝑅𝑞′′ >)  (9) 

In the CC-ODLA framework, the equation 9, 𝑇𝑟′ − 𝑒𝑤𝑞′′ represents the link between the input features' transformation 

(𝐹𝑑𝑞) and their impact𝑇′𝑠 on the effectiveness of the model𝑅𝑞′′, metrics (𝑇: < ∀′,).  This equation highlights the 

framework's capacity to improve classification results for different forms of lung cancer sophisticated deep-learning 

approaches. 

 

Figure 4: DL for Lung cancer Classification Using RNA Sequence Data and Image-Based Processing 
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By means of picture form conversion of lung cancer gene expression data, Figure 4 presents a deep learning approach for 

categorization of such data, therefore allowing the application of image processing techniques. The approach begins with 

RNA sequence data being transformed into images and proceeds to additional processing including RNA sequence analysis 

to find relevant genetic features. This preparedness assures optimal use of the data for the next stages of the model. CNNs 

help to uncover and classify lung cancer-related gene expressions by helping to identify and classify important patterns in 

these images. Mean weight computation and average pooling help to minimize dimensions even while maintaining key 

properties and improving calculating performance. At last, completely connected layers supported by Radial Basis Functions 

(RBFs) classify the data into many lung cancer classifications, thereby generating consistent and reliable projections. This 

method improves lung cancer detection by demonstrating how effectively deep learning works in bioinformatics by way of 

remarkable RNA sequence analysis and image-based categorization. 

𝑃 < 𝑇𝑟𝑙 < 𝑃𝑖 − 𝑒𝑞′′ >> : 𝑍 < 𝑢𝑓 < 𝑉 − 𝐷𝑄′′ ≫ (10) 

In the CC-ODLA framework𝑃, the link between the training loss performance metrics (𝑇𝑟𝑙) and the input feature 

improvements (𝑃𝑖 − 𝑒𝑞′′) is represented by the equation 10. This association shows 𝑉 − 𝐷𝑄′′ changes to the quality of the 

input data (𝑍 < 𝑢𝑓) affect the overall performance of the model and the accuracy of its classifications. This equation 

highlights how the framework optimizes data inputs by highlighting the importance of data refinement and its effect on 

prediction results. 

𝑡 < 𝑛𝐺𝐻 − 𝑟𝐴′′ > : 𝑘𝑃 < 𝑞𝐴𝑉𝐶 − 𝑅𝑇𝐿′′ >   (11) 

In the CC-ODLA paradigm𝑛𝐺𝐻, the coefficient of determination (𝑟𝐴′′) shows the effect of regularisation adjustments (𝑡) on 

model accuracy𝑘𝑃. It emphasizes how improving performance metrics (𝑞𝐴𝑉𝐶) in lung cancer classification tasks is aided 

by optimizing time-dependent parameters (𝑅𝑇𝐿′′) and regularisation strategies[21]. Time management and parameter 

optimization are crucial for obtaining efficient uses for lung cancer detection, as shown by equation 11 on testing accuracy. 

𝜑(𝜌 − 𝑌𝑇′): (𝑇𝑟𝑤′′ +  𝑆𝑧′) − 𝑃 < 𝑄𝑎 − 𝑦𝑡𝑟′′ >   (12) 

The CC-ODLA framework's training weights (𝜑(𝜌 − 𝑌𝑇′)) and adjustments ((𝑇𝑟𝑤′′ +  𝑆𝑧′)) are affected by feature 

transformations (𝑃), as shown by the equation. In lung cancer datasets, this connection highlights how feature optimization 

(𝑄𝑎) and their interaction with training factors improves overall classification performance (𝑦𝑡𝑟′′). The purpose of the 

framework is to improve lung cancer classification, and this equation emphasizes the importance of good feature engineering 

and its influence on forecast accuracy on precision. 

Contribution 3: Improve Classification Performance and Efficiency 

Together with efficient computational resource management, AFOECNN is introduced and demonstrated to be effective in 

improving classification accuracy while lowering noise and managing missing data, so obtaining superior precision, recall, 

F-measure, and accuracy compared to existing algorithms. 

 

Figure 5: Convolutional Neural Network (CNN) Architecture 
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Designed for lung cancer image categorization, figure 5 shows CNN architecture. CNN's two convolutional layers used 

together, together with a ReLU activation function and a pooling layer, assist to identify prominent characteristics from the 

input data. After feature extraction, the data goes across two totally linked layers and is flattened [22]. The first entirely 

connected layer has 64 neurons overall, and the last layer has 5 neurons, therefore indicating the number of classes in the 

classification test. extensively used in many image classification and pattern recognition systems, this architecture shows 

amazing deep learning performance. 

∀𝑚 − 𝑁𝑣𝑐 < 𝑅𝑒𝑤 − 𝑝𝑘𝑖′′ > : 𝐺𝑓 < 𝐴 − 𝑣𝑥𝑧′′ >   (13) 

Within the CC-ODLA architecture, the equation 13 shows how the model's reward system (𝑅𝑒𝑤 − 𝑝𝑘𝑖′′) is affected by the 

entire feature set ∀𝑚 − 𝑁𝑣𝑐. Finding the sweet spot between computational efficiency ( 𝐺𝑓) and feature selection 

optimization (< 𝐴 − 𝑣𝑥𝑧′′ >) improves the model's capacity to correctly identify lung cancer kinds. To increase prediction 

performance, this equation highlights the significance of enhancing feature inputs and incentive systems for recall[23]. 

𝑂: 𝐸𝑞 < 𝐸′[𝑢𝑦𝑡′ − 𝑃𝑘] >: 𝐻𝑔 < 𝐿 − 𝑛𝑏𝑐′′ >   (14) 

In the CC-ODLA framework, the optimization goal (𝑂: 𝐸𝑞) is represented by the equation that connects the model's 

classification performance to the expected value of feature improvements (𝐸′[𝑢𝑦𝑡′ − 𝑃𝑘]). It highlights the impact of feature 

quality improvements (𝐻𝑔) on overall accuracy while accounting for loss minimization (𝐿 − 𝑛𝑏𝑐′′), compared to the 

baseline[24]. This equation highlights how the framework aims to improve forecast accuracy by making the most of features 

on the f1-score. 

𝐹𝑑−2𝑤 ∗ 𝐹ℎ < 𝑅 − 𝑤𝑞′′ > : 𝐽𝑘 − 𝑙𝑝𝑎′′  (15) 

Equation 15 shows the CC-ODLA framework's feature dynamics (𝐹𝑑−2𝑤) and model modifications (𝑅 − 𝑤𝑞′′) interact with 

one another, to improve classification accuracy via the optimization of weight parameters (𝐽𝑘 − 𝑙𝑝𝑎′′). The goal of the 

framework is to improve feature extraction and model, as shown by this equation for classification performance[25]. 

Figures 1 through 5 together show how deep learning and clusterering methods could help gene expression analysis and lung 

cancer categorization. From the K-Means clustering method and CNN-based image classification to the CC-ODLA 

framework for optimal deep learning approaches every approach shows better performance metrics. These methods taken 

together show the ability, by virtue of improved accuracy and efficiency, to advance lung cancer research and diagnosis. 

4. RESULTS AND DISCUSSION 

Combining AI techniques with RNA-seq data, the Lung cancer Classification Using Optimized Deep Learning Approaches 

framework integrates BPSO, Adaptive Firefly Optimization, and CNNs. This novel method increases classification accuracy, 

precision, and memory for many lung cancer types, hence improving early detection and treatment outcomes. 

Dataset Description:Improving general transcriptome knowledge, RNA sequencing (RNA-Seq) has shown intricate gene 

expression patterns across biological states and conditions. Nevertheless, the complexity and volume of RNA-Seq data make 

it challenging to find differentially expressed genes (DEGs), which are fundamental for knowledge of the molecular basis of 

lung cancer approaches[26]. It provide a novel Machine Learning-Enhanced Genomic Data Analysis Pipeline (ML-GAP) 

using autoencoders and innovative data augmentation techniques as MixUp to handle these challenges. MixUp creates fake 

training instances using a linear combination of input pairs and labels, hence enhancing the model's potential to generalize 

from training data to unseen situations.outcomeWith the MixUp technique greatly increasing the effectiveness of the pipeline, 

thereby boosting genomic data processing and generating a new benchmark, our results reveal that the ML-GAP is superior 

in accuracy, efficiency, and insights.This suggests that ML-GAP could provide fresh therapeutic and research opportunities 

as well as more precisely detect DEGs. ML-GAP underlines genetic marker importance in a clear and understandable 

approach using Explainable artificial intelligence (XAI). 

Analysis of Testing accuracy 
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Figure 6: Graphical Representation of the Testing Accuracy 

Testing accuracy is a crucial metric of the overall model efficacy in exactly classifying lung cancer types. Reaching a testing 

accuracy of 96.90% in the proposed CC-ODLA framework, the hybrid model of BPSO-DT and CNN This remarkable 

accuracy shows how well the model may extend to new, inaccurate RNA-seq data. Deep learning mixed with properly 

selected features helps to increase classification accuracy, hence increasing the diagnostic dependability for many distinct 

types of lung cancer. Figures 6 show the analytical and obtained testing accuracy using equation 11. 

Analysis of Precision 

 

Figure 7: Graphical Representation of the precision 

The ratio of precisely projected positive observations to the total anticipated positives is known as precision (Figure 7.). High 

accuracy in lung cancer classification refers to minimal false positives, therefore reducing misdiagnosis risk. The Enhanced 

CNN (ECNN) model under the CC-ODLA framework provides better accuracy by accurately identifying relevant features 

using Adaptive Firefly Optimization than by traditional methods. Increasing accuracy assures more consistent classification 
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of lung cancer subtypes, hence enhancing the durability of the model in diagnostic applications. Using precision analysis 

finds 93.21% using equation 12. 

Analysis of Recall 

 

Figure 8: Graphical Representation of the Recall 

Recall tests whether the model can identify every real positive example. In the context of lung cancer classification, high 

recall is thus very essential to ensure that every lung cancer case is discovered (figure 8). The ECNN model of the CC-ODLA 

displays improved recall rates by use of K-use clustering for data preparation and optimum feature selection. This lowers 

false negatives, therefore ensuring that lung cancer patients are less likely to be missed a critical necessity for early-stage 

detection and efficient treatment 98% of the analysis produce recollection using equation 13. 

Analysis of F1-score 

 

Figure 9: Graphical Representation of theF1-score 
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The F1-score presents a reasonable evaluation of a model's classification performance that of accuracy and recall combined 

(figure 9). The Enhanced CNN of the CC-ODLA shows its ability to retain both exceptional accuracy and recall based on a 

higher F1-score. This balance is essential in lung cancer classification, where both false positives and false negatives cause 

substantial risk. The enhancement of the F1-score confirms the efficiency of the system in handling demanding, multi-class 

lung cancer classification situations. F1-score with this recommended strategy turns out to be 91.82% using equation 14. 

Analysis of Classification performance 

 

Figure 10: Graphical Representation of the Classification Performance 

Including deep learning and advanced optimization techniques considerably increases the general classification performance 

in the CC-ODLA framework (figure 10). Binary Particle Swarm Optimization and Adaptive Firefly Optimization provides 

optimum feature selection even if CNN-based architecture efficiently detects patterns from RNA-seq data. This blend 

produces improved accuracy, precision, recall, and F1-scores across several lung cancer kinds. Through addressing 

overfitting and reducing computational complexity, the method offers robust and scalable lung cancer classification. 95% 

lets one get understanding of categorization performance using equation 15. 

Combining deep learning with well chosen feature selection techniques greatly improves lung cancer classification using the 

CC-ODLA paradigm. This method effectively controls high-dimensional RNA-seq data, hence lowering computational 

complexity and overfitting for best diagnostic accuracy. Among the obtained are an F1-score of 91.82%, precision of 93.21%, 

and a testing accuracy of 98%. Recall of 98% is obtained. 

5. CONCLUSION 

By combining RNA-seq data with artificial intelligence-driven optimization methods, the proposed CC-ODLA framework 

shows very significant gains in lung cancer categorization. Using two different methods BPSO-DT with CNN and 

AFOECNN—the framework effectively solves major problems such as computational complexity, overfitting, and high-

dimensional data. The Enhanced CNN, optimized using Adaptive Firefly Optimization, greatly increases classification 

performance with a testing accuracy of 98%, precision of 93.21%, recall of 98%, and an F1-score of 91.82%. On the other 

hand, the hybrid BPSO-DT and CNN approach achieves amazing 96.90% testing accuracy. These tests expose the degree of 

strength of the basis for several forms of lung cancer, including Kirc, BRCA, LusC, LUAD, and UCEC.  

Using preprocessing, data augmentation, and deep learning into its three-phase structure helps the approach greatly improve 

feature selection and classification accuracy. Furthermore guaranteed by means of pretreatment optimization techniques and 

K-means Clustering (KMC) is noise reduction and improved data processing, thus optimizing computing time. Stressing the 

revolutionary possibilities of artificial intelligence in healthcare solutions, these artificial intelligence approaches combined 

together show great value for more accurate lung cancer subtype categorization and tailored diagnosis. 

Future work 
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Future work should enlarge the CC-ODLA architecture to include more diverse lung cancer kinds and larger datasets, 

therefore ensuring more general applicability in clinical situations. Including multi-omics data such as DNA methylation, 

proteomics, and transcriptomics could help to better grasp tumor biology and hence improve diagnosis accuracy. 

Investigating other optimization methods such genetic algorithms or differential evolution could assist to increase feature 

selection efficiency. Real-time application of the CC-ODLA model in healthcare settings and its integration with clinical 

decision support systems would be a wonderful route to ensure that AI-driven lung cancer classification may be transformed 

into effective, life-saving tools for clinicians. At last, emphasizing interpretability and openness of deep learning models will 

help one to build trust and usefulness in healthcare environments. 
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