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ABSTRACT 

Analyzing facial expressions is a fundamental aspect of computer vision, with significant importance in applications such as 

human-machine communication and interaction. Recognizing expressions in uncontrolled environments (wild), with varied 

lighting, poses, and occlusions, is particularly challenging. This study compares traditional methods (PCA, LBP, LDA, and 
HOG) with deep learning technique (CNN) using CK+ (posed images) and FER2013 (candid images) datasets. Results show 

that CNN outperforms traditional methods, achieving 34% higher accuracy in uncontrolled conditions. While traditional 

approaches excel in controlled settings, deep learning proves more effective overall for FER in natural environments. 
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1. INTRODUCTION 

Facial expression classification is a growing field fuelled by developments in AI, machine learning, and imaging 

techniques[1]. It is widely applied in areas such as security, healthcare, smart living, and robotics. FER analyses facial 

expressions linked to muscle movements to identify emotions like happiness, sadness, anger, and fear. Its applications include 

sentiment detection, mental health treatment, stress management, gesture recognition, smart homes, and fatigue 

monitoring[2]. The complexity of automatic expression analysis makes it a crucial area of research across diverse 

domains[3]. Traditional approaches like LBP and LDA have been used for feature extraction in facial expression recognition. 
However, deep learning has developed as a commanding approach, with representations like CNNs and RNNs capable of 

simultaneous feature extraction and classification[4]. The FER2013 dataset is instrumental in transitioning FER research 

from controlled settings to real-world situations, allowing deep learning techniques to tackle the challenges of emotion 

recognition in diverse, unconstrained environments[5]. Amjad Rehman Khan [6] analysed foundational modules and trends 

in Facial Expression Recognition (FER), highlighting both classical ML (machine learning) and DL (deep learning) 

approaches. Li and Deng [7] reviewed advanced deep neural network architectures and training strategies for static and 

dynamic image inputs, discussing their benefits and restrictions. Ekundayo et al. [8] explored emotion intensity estimation, 

addressing challenges like inconsistent labelling and the integration of textual data with FER models. 

Emotional intelligence combines psychology and technology to analyze sentiments, with facial expression analysis being a 
key method. Worldwide sentiments like happy, sad, anger, fear, disgust, and contempt are biologically ingrained and 

recognizable. Happiness often involves smiling, sadness reflects hurt or worry, and anger arises from pressure, potentially 

leading to aggression. Fear alerts to danger, while disgust is triggered by aversive stimuli [9]. Despite these associations, 

achieving accurate Facial Expression Recognition (FER) remains challenging due to factors like lighting, occlusion, and age-

related variations in images. 

Recent approaches to Facial Expression Recognition (FER) focus on two key components: feature extraction and classifier 

structure. Feature extraction often uses methods like PCA, LDA, and LBP for dimensionality reduction and attribute mining 

[10]. Hewa et al. [11] applied PCA with SVM for expression classification using the JAFFE dataset, while Verma et al.[12] 

combined PCA and LDA features with SVM and HMM classifiers, highlighting SVM's effectiveness. Jumani et al. [14] 

proposed FER-CNN and FER-HOGCNN models, with FER-CNN showing better performance due to limitations in dataset 

quality affecting FER-HOGCNN. Arora and Kumar [14] integrated PCA with particle swarm optimization to enhance  
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precision. Kola and Samayamantula [15] developed a robust local binary model with variable windows, demonstrating noise 

resilience and recommending SVM for classification. These methods underline the diversity of FER techniques and the 

challenges posed by varying dataset quality and environmental factors. 

Niu et al. [16] developed a facial feature recognition method combining LBP (Local Binary Pattern) and ORB (Oriented 

FAST and Rotated BRIEF) features, followed by Support Vector Machine (SVM) classification, showing effective and 

accurate results. Lakshmi and Ponnusamy [17] enhanced emotion recognition by improving HOG and LBP descriptors and 

using a deep group autoencoder for feature reduction, followed by multiclass SVM for classification. Ravi et al. [18] 

compared LBP and Convolutional Neural Networks (CNN) for FER, finding CNN achieved superior accuracy (97.32%) in 

recognition. Despite advancements in FER with techniques like LBP, PCA, HOG, and LDA, a gap remains in comparative 

analyses between traditional ML and DL methods across different datasets. 

The goal of this article is to bridge the gap among traditional ML and DL methods in Facial Expression Recognition (FER), 

comparing their performance in both controlled and uncontrolled environments. It reviews both wild and posed datasets, 

highlighting their diverse characteristics and uses. The article provides a proportional analysis of outcomes from ML and DL 
systems to inform new researchers in the FER field. The structure includes: Section 2, which covers FER data and methods; 

Section 3, analyzing results and ongoing research; Section 4, discussing opportunities and challenges; and Section 5, 

concluding with key findings and future research directions. 

2. MATERIALS AND METHODS 

2.1 Dataset 

This study compares feature extraction processes using two main datasets: the extended Cohn-Kanade (CK+) and FER2013. 

The CK+ dataset consists of 981 images collected under controlled conditions, with participants aged 18-50, 31% male and 

69% female, who were instructed not to wear glasses, jewellery, or have beards. It includes seven expression 

categories(anger, disgust, fear, happiness, neutrality, sadness, and surprise), with images in grayscale at a resolution of 48×48 

pixels [19]. In contrast, FER2013 contains 28,000 labelled images collected from the internet, intended for emotion 

recognition challenges [20]. These images, also in grayscale and sized at 48×48 pixels, depict seven expressions but present 

a more complex, uncontrolled environment compared to CK+. The lower resolution and grayscale format reduce the 

computational load, making training and inference faster and less resource-intensive [21].  

The FER2013 dataset contains images with varying attributes such as eyeglasses, hand poses, and contrast variations, creating 

challenges in accurate cataloguing. FER2013 offers a larger image volume, beneficial for training, but its varied poses, 

lighting, backgrounds, occlusions, and accessories complicate labelling and categorization [22]. Examples illustrating 

emotions from each database are display in Figure 1. A more accurate and reliable dataset can lead to better facial expression 

recognition models [23].Researchers often use established datasets like FER2013 and CK+ to evaluate facial expression 

recognition (FER) algorithms [24]. Experiments conducted on these datasets contribute significantly to the development and 

enhancement of FER algorithms. While posed datasets like CK+ emphasize differences between expressions for easier 

classification, spontaneous datasets like FER2013 better reflect real-world scenarios [25]. The controlled conditions of CK+ 

such as the absence of glasses or beards, improves accuracy by reducing variability, lighting inconsistencies, and pose 

variation [26]. A predefined set of categories might be based on expressions that are more typical or recognizable in certain 

cultures [27]. 

Leveraging both datasets can help in building robust, unbiased, and generalizable models that perform well across a wide 

range of real-world conditions and demographic groups [28]. The models trained on such diverse data can generalize better 

and perform reliably in real-world scenarios [29]. By doing so, models can be trained to recognize facial expressions 

accurately across different ages and genders, improving their applicability in real-world scenarios [30]. 

 

 

Fig.1 Samples of the Ck + and FER2013 datasets 
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2.2 Feature Extraction 

2.2.1. Traditional Feature Extraction Techniques 

Feature extraction is an essential technique in the realm of computer vision, mainly in the area of FER. Features refer to 

patterns or structures within an image that aid in its classification. These features encompass attributes such as corners, edges, 

regions of interest points, ridges, etc. [31]. Given their widespread application in facial recognition tasks, algorithms such as 

PCA, LBP, LDA, and HOG are recognized as prominent feature extraction techniques. It serves as a foundational step by 

extracting discriminative attributes from facial images, which are essential for precise classification in FER systems.  

a. Local Binary Patterns:  

The LBP operator, primarily proposed by Ojala et al. [32], stands out as a widely utilized method for extracting local texture 

features from images. LBP is instrumental in delineating the texture properties of an image, typically by generating binary 

codes through comparisons of intensity values between a center pixel and its neighbouring pixels [33]. During this process, 

a binary digit (1) is assigned if the intensity of a neighbour surpasses or equals that of the center pixel; otherwise, a binary 

digit (0) is assigned. This binary sequence serves as the LBP code for the center pixel, effectively encoding the texture pattern 

within its local vicinity. This computation is iteratively performed for every pixel in the image, resulting in a comprehensive 

LBP representation of the entire image. Subsequently, this representation is harnessed to analyze and delineate the texture 

attributes of the image, thereby facilitating the identification of facial expressions. Nevertheless, as highlighted by Liao et 

al. [34], uniform patterns in Local Binary Patterns (LBP) may suffer from information loss within intricate images, despite 
their effectiveness in capturing fundamental patterns. To mitigate this limitation and bolster its robustness and discriminatory 

capabilities, several variants of LBP have been presented. For instance, Mistry et al. [35] presented an improved LBP variant 

that compares the horizontal and vertical neighbourhood pixels, thereby producing a more discriminative representation for 

facial emotion recognition. Shan et al. [36] observed that LBP features generated by a boosted LBP approach perform 

consistently and robustly, particularly over lower-resolution facial images captured in real-world environments, yielding 

promising results. The Local Binary Patterns (LBP) descriptor allocates a code to each pixel of an image by analyzing a 3×3 

cell, comparing the values of the neighbouring pixels to that of the center pixel, and representing the results as a binary code, 

as depicted in Fig. 6. The histogram of these LBP labels computed over an area serves as a texture descriptor. This resulting 

binary information captures the characteristics of local regions containing curved edges, flat areas, spots, and more. To 

extract shape information from images, the images are separated into smaller sections to compute LBP histograms, as 

illustrated in Fig. 7. The benefits of the LBP operator contain its robust performance even under varying illumination 
conditions and computational easiness. Previous studies have demonstrated the efficacy and usefulness of the LBP algorithm 

in FER. However, one limitation of this approach is its inability to process dynamic or temporal information inherent in 

video sequences [37]. To overcome this limitation, Zhao et al. [38] introduced LBPTOP, a method that calculates LBP 

histograms from various orthogonal planes to improve expression recognition accuracy. LBPTOP then combines these LBP 

histograms to generate spatial-temporal motion LBP features for expression recognition. Additionally, Zhu et al. [39] 

proposed a FER algorithm that integrates CNN features with enhanced LBP characteristics, known as Fusion features. This 

method aims to leverage the strengths of both CNN and LBP methods for more accurate expression recognition. 

 

Figures: - 2. The LBP operator [29] 

 

Figure: -3 A facial image is partitioned into distinct sections from which Local Binary Pattern (LBP) histograms are 

derived and then combined into a unified spatially enriched feature histogram 
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b. PCA (Principal Component Analysis): 

 PCA is a standard technique utilized for attribute mining and data visualization, commonly applied in pattern recognition 

and computer graphics. Its core aim is to decrease large-sized data into a small-sized feature space. PCA operates based on 
eigenfaces, enabling it to identify and classify faces by associating facial features with known individuals. This methodology 

views face recognition as a two-dimensional challenge, where features like mouth contours, eyebrows, and eyes are derived 

from eigenfaces and employed for expression recognition [40]. In the context of image representation, data is organized into 

matrices containing highly correlated information. PCA effectively operates on these correlated data matrices to extract 

relevant features. It achieves this by transforming the image matrix into a lower-dimensional Eigen subspace through various 

computational steps. Initially, the covariance matrix is computed using equation (1), representing the relative variance among 

the pixels in the image. Next, the eigen vectors of this covariance matrix, calculated using equation (2), yield the basis 

vectors, known as eigenfaces. These eigenfaces are selected based on their corresponding eigenvalues, with higher 

eigenvalues indicating greater significance. Consequently, the image is transformed into a feature space [41]. 

∁= 𝐸{(𝑋 − 𝜇𝑥)(𝑋 − 𝜇𝑥)𝑇}                                                                           (1) 

∁𝑥 𝑒𝑖 = 𝜆𝑖𝑒𝑖                       , 𝑖 = 1,2,3, … . , 𝑛                                                     (2) 

where, X is the 2D range, 𝜇𝑥 is row-wise average of X, C is the matrix of Covariance of X; 𝑒𝑖 is Eigen vector of C, 𝜆𝑖is 

Eigen code of C [41]. One of the significant advantages of PCA is its eigenface method, which enables the reduction of the 

dataset size required for detecting test images, thereby enhancing efficiency and computational performance. 

c. LDA (Linear Discriminant Analysis):  

LDA is a feature extraction scheme based on linear projection principles. Its goal is to identify projection vectors that 

maximize the distance between different categories while minimizing the variation within each category, thereby reducing 

the dimensionality of the feature space [42]. Unlike PCA, LDA emphasizes linear discriminatory criteria, making it highly 

effective in face expression recognition tasks. The main objective of LDA is to optimize the ratio between the determinant 

of the interclass scatter matrix and the determinant of the intraclass scatter matrix of the projected examples [43]. By doing 

so, LDA identifies a subspace of features that effectively discriminate between different classes of facial expressions. It 

achieves this by gathering similar class images closely together while creating distinct separations between images of 

different expression categories. In real-world applications, researchers such as Shih et al. [44] have integrated LDA with 

SVM for facial expression recognition. In this approach, each input test sample is compared with every training sample and 

classified based on its proximity to the nearest training sample. This fusion of LDA with SVM improves the precision and 

effectiveness of FER systems. 

d. HOG (Histogram Oriented Gradient):  

The HOG algorithm extracts local image features from the Region of Interest (ROI) within an image, typically represented 

by small cells of 8 × 8 pixels [45]. This process involves calculating the distribution of local edge directions within these 

cells, as illustrated in Figure 4. The resulting signal encapsulates the gradient orientations present in the image region and is 

commonly employed for tasks such as edge detection and modelling of facial muscles. 

To generate the HOG descriptor, the gradient information of pixels is aggregated within these small cells, forming one-

dimensional histograms that capture the distribution of gradient orientations [46]. These histograms are subsequently 

concatenated to create feature vectors, which act as inputs for subsequent classification algorithms. This method enables the 

extraction of discriminative features from images, thereby facilitating tasks like facial expression recognition. Let L denote 

the intensity function (grayscale) defining the image under analysis. The image is partitioned into large N × N pixels (as 

illustrated in Figure 4), and the gradient direction θx,y at each pixel is computed using the following code: 

𝜃𝑥,𝑦 = tan−1
𝐿(𝑥, 𝑦 + 1) − 𝐿(𝑥, 𝑦 − 1)

𝐿(𝑥 + 1, 𝑦) − 𝐿(𝑥 − 1, 𝑦)
                                               (1) 

In the HOG algorithm, the orientation of each cell is computed and recorded in a histogram known as the M-box histogram. 

These histograms from all cells are then analysed and combined to generate a unified HOG histogram, marking the 

completion of the algorithm. This consolidated histogram represents the distribution of gradient orientations across the entire 

image and presents the final outcome of the HOG attribute extraction process. 
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Fig. 4 Extracting HOG feature from ROI 

2.2.2 CNN-based features 

A typical neural network architecture consists of an input layer, multiple hidden layers, and an output layer. The hidden 

layers are generally categorized into three primary types: convolutional, pooling, and fully connected layers [47]. 

Convolutional layers accomplish mathematical operations on pixel values and kernel matrices to generate feature maps that 

capture essential patterns in the input. Pooling layers, meanwhile, decrease the size of the feature maps by selecting maximum 

or average values within specific regions, without introducing additional weights. Finally, the fully connected layers 

aggregate the features extracted from the previous layers to make classification decisions. These layers map low-level 

features, like edges, to higher-level attributes, such as textures, and continue to explore increasingly complex aspects of the 
input data. Over the years, various architectures and techniques have been developed, leading to a multitude of convolutional 

neural networks (CNNs). In this study, CNN was chosen, and different methodologies were employed to enhance 

classification accuracy. Essentially, different neural networks are capable of learning specific features of emotions, 

contributing to the overall effectiveness of the model [48]. Çayir et al. [49] introduced hybrid models that amalgamate CNN 

with traditional machine learning algorithms for classification, yielding improved results compared to traditional algorithms 

alone.  

In this study, the CNN model has been comprised four learning layers. In the first convolutional layer, a 24x24 space is 

convoluted with 32 different kernels of size 3x3, with a stride of 1 pixel, resulted in 64 feature maps. The outcome of this 

layer feed as the input to the second convolutional layer, which convolutes the maximum pooled feature map from the 

preceding layer with 128 kernels of size 3x3, maintaining a stride of 1 pixel, resulting in 128 feature maps. Similarly, the 
third convolutional layer employs 256 kernels of size 3x3, connected to the maximum pooled feature map from the second 

convolutional layer. Subsequently, the fourth convolutional layer utilizes 512 kernels of size 3x3, connected to the maximum 

pooled feature map from the third convolutional layer. 

Following the convolutional layers, the first fully connected layer comprises 4608 neurons, linked to the output map without 

any connections between the four convolutional layers. Finally, the last layer is a 7-softmax layer, responsible for estimating 

the probability of the 7 labels in the class. The implemented construction of the CNN is illustrated in Fig. 2. Throughout the 

training, the model learned iteratively, as proved by the decreasing loss and growing accuracy, as depicted in Fig. 3. This 

trend demonstrated that the model has effectively improving its performance over time. 
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Fig. 5. Proposed convolutional neural network structure 

 

Fig. 6 Accuracy and loss of the CNN model with FER2013 
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Fig. 7 Accuracy and loss of the CNN model with CK+ 

2.3 Data augmentation 

Deep learning relies heavily on having a large amount of training dataset to accomplish optimum performance in FER tasks. 

However, many existing datasets for FER lack sufficient images for effective training. As a solution, DA (data augmentation) 

becomes indispensable in enhancing the performance of deep FER systems. DA techniques can be generally separated into 

two classes: dynamic and offline [50]. Dynamic DA encompasses the application of transformations to input images during 

the training phase. This often entails randomly cropping the four corners and the center of the input image and horizontally 

flipping them. Through dynamic DA, researchers can significantly augment the size of the training dataset, occasionally 

expanding it up to ten times its original size. In addition to dynamic DA, various offline DA approaches are utilized to further 

diversify and increase the train data. These techniques encompass a range of transformations such as rotation, translation, 

scaling, noise addition, contrast adjustment, and dithering. However, it's essential to acknowledge that generating and storing 
multiple augmented versions of the original images can significantly escalate the storage requirements and computational 

burden, potentially impacting the performance of the neural network. By leveraging both dynamic and offline DA techniques, 

researchers can substantially augment the variety and size of the train dataset. Consequently, this enhances the generalization 

and robustness of deep facial expression recognition models [51].  

2.4 Model classifier 

Supervised ML comprises two primary classes: traditional (non-CNN) classification methods and neural networks (NNs). 

Traditional classifiers like SVM, LDA, k-NN, and naive Bayes have a long-standing history of usage and their efficacy has 

been extensively scrutinized across various classification tasks. In the context of this study, four distinct feature extraction 

algorithms were employed to evaluate classification accuracy, with SVM being selected as the classifier. SVM, employing 

a "one-to-one" strategy, was chosen to represent traditional methods due to its well-documented performance and efficiency 

[52]. SVM operates as a supervised learning process that purposes to discover a hyperplane that maximizes the margin 

between two support vectors, effectively delineating the data points belonging to different classes. 

2.5 Traditional Vs deep learning 

Deep learning, a specialized area within machine learning, employs neural networks to emulate the brain’s learning 

processes. It consists of algorithms organized in layers of increasing complexity and abstraction. Each layer transforms its 

input non-linearly and uses the learned information to build a statistical model. This process is repeated iteratively until 

achieving a desired level of accuracy. A notable feature of deep learning is its scalability. In the realm of computer vision, 

CNNs are widely used. Originating from ANN (Artificial Neural Networks) and announced in 1998, CNNs excel in 
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supervised classification tasks, including real-time facial emotion recognition (FER). These networks are particularly 

effective in end-to-end learning, enabling the direct transformation of raw data into actionable insights [53]. Convolutional 

Neural Networks (CNNs) have distinct features like local connectivity and weight sharing, which reduce the number of 

parameters, speed up training, and provide a regularizing effect. Challenges such as occlusion and pose variation, which can 

obscure or distort facial expressions, pose significant obstacles for facial emotion recognition (FER), particularly in 
uncontrolled environments. However, deep learning-based methods, including CNNs, substantially minimize the need for 

extensive image preprocessing and feature extraction. They are also more resilient to varying conditions like changes in 

lighting and obstructions, enabling them to significantly beat traditional methods. Moreover, these approaches are well-suited 

to manage large volumes of data effectively [54]. 

Although it requires more data for training, DL systems can adapt to novel situations and self-correct. In contrast, machine 

learning can work with lesser datasets but needs more human involvement for learning and error correction [55]. Deep 

learning algorithms improve their performance with more data exposure. The architecture of deep learning is designed for 

comprehensive feature extraction and modification. Initial layers process incoming data to learn simple features, while 

subsequent layers handle the learning of more complex features. This makes deep learning well-suited for managing larger 

datasets and intricate problems. Companies like Tesla, Apple, and Nissan are leveraging deep learning for developing 

autonomous technologies [56]. 

The high accuracy observed with traditional methods can often be attributed to smaller data sizes and static environments, 

where they excel. However, their performance tends to degrade in more challenging environments with larger datasets. On 

the other hand, while deep learning methods also achieve high performance, they particularly excel with larger datasets, 

which allow the models to learn and represent features more effectively. The performance of deep learning improves as more 

data becomes available. Traditional machine learning models, typically binary classifiers, face significant challenges when 

adapting to tasks involving non-linear and high-dimensional features, such as facial emotion recognition (FER) [57]. In 

contrast, neural networks (NNs), particularly Convolutional Neural Networks (CNNs), use non-linear activation functions 

like Rectified Linear Unit (ReLU). This non-linearity allows CNNs to catch complex relations and patterns in the data that 
linear models might miss [58]. In summary, CNNs outperform traditional techniques due to their capability to repeatedly 

and hierarchically extract features, model complex non-linear relationships, handle unstructured raw data, perform end-to-

end learning, utilize large-scale data effectively, and maintain robustness to variability. These advantages make CNNs the 

go-to choice for a extensive range of CV (computer vision) and image-related jobs. Compared to traditional methods, CNNs 

offer greater flexibility, adaptability, generalization capability, and scalability, making them more suitable for real-world 

applications in diverse and uncontrolled settings [59]. 

In contemporary years, there has been a discernible trend towards employing DNN systems for analysis of expression within 

the realm of FER research [60].In the last decade, Deep Learning (DL) algorithms, notably CNNs, have brought about a 

paradigm shift in computer vision [61]. A pivotal advantage of deep learning approaches lies in their capacity to diminish 

dependence on handcrafted features, thus streamlining the preprocessing and feature extraction phases. However, despite 

their effectiveness, challenges persist in applying deep learning to FER. 

Deep NN need extensive training datasets to mitigate the risk of overfitting. This constraint highlights the necessity for 

expansive and varied datasets to bolster the training of DL models intended for FER tasks [62]. Furthermore, DL systems 

demand significant computation sources and storage capacity for both train and test models, distinguishing from traditional 

machine learning methods. Consequently, there is a pressing need to optimize computation time during the inference process 

of DL models [63]. However, this method requires gathering data from multiple tasks, leading to progressively complex 

training procedures due to the increased number of tasks involved [64]. FER research continues to advance to address real-

world applications such as driver drowsiness recognition, distance learning assistance, clinical patient monitoring, and 

teaching robots, as well as healthcare systems for children with autism. These applications highlight the necessity of 
developing FER systems that can effectively handle challenges related to illumination, lighting variations, pose variations, 

and aging effects for real-world expression classification systems. The key intention of this article is to inspect and contrast 

FER using both traditional ML and DL methodologies, with the intention of identifying areas of opportunity and challenges 

within the domain for emerging researchers. This article helps the researchers to handle the real-time expression dataset for 

real-time applications. 

Many algorithms designed for facial emotion recognition (FER) produce impressive results on frontal or nearly frontal 

images. Yet, facial images are frequently captured from multiple angles and in spontaneous settings, making non-frontal or 

in-the-wild FER significantly more challenging and less explored. Non-frontal FER is particularly difficult due to issues like 

precise alignment of non-frontal faces, accurate localization of facial points [65]. In a controlled scenario, algorithms 

designed to detect posed expressions can be particularly advantageous due to their higher accuracy. Research by Li & Deng 
[66] demonstrated that their projected DLP-CNN beats state-of-the-art handcrafted features for expression classification in 

the wild. Mahony et. al. [67] examined the benefits and limitations of classical computer vision and deep learning techniques, 

showing that hybrid methodologies can enhance performance and address issues unsuitable for deep learning alone. 

KARYPIDIS et al. [68] also compared the most common ML and DL techniques for 2D object classification tasks in 
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computer vision, highlighting the strengths and weaknesses of each method. Experiments conducted on the FER2013 dataset, 

which is known for its complexity and large size, demonstrate that the approach outperformed others. In this study, SIFT 

features were integrated with a CNN model, resulting in a 75.2% accuracy rate. This recognition rate surpasses that of 

traditional methods and purely deep learning-based predictions on the FER2013 dataset [69]. Quan et al. [70] introduced a 

model called the K-order emotional intensity model (K-EIM), which utilizes K-Means clustering to measure emotional 

intensity in an unsupervised manner with accuracy of 88.32%. 

2.6 FER in healthcare 

Facial expressions are a primary means of recognizing human emotions, essentially involving pattern recognition to identify 

regularities in the analyzed data, enabling the recognition of both faces and emotions [71]. Facial Emotion Recognition (FER) 
systems are garnering significant interest, particularly in healthcare, where they hold transformative potential. FER 

applications in healthcare include improving patient-practitioner communication and aiding in the diagnosis and treatment 

of mental health issues. This technology offers a new way to understand patient emotions, providing insights that were 

previously difficult to access. Such capabilities are crucial in mental health care, where monitoring emotional fluctuations 

can lead to more personalized and effective interventions. Additionally, FER systems are valuable in contexts where patients 

may have difficulty expressing their emotions, such as pediatric care or among individuals with neurodegenerative diseases, 

by helping to understand and address their needs. Building a robust FER system that can recognize basic emotions requires 

several preprocessing steps. These tasks are complicated by various factors such as pose, lighting surroundings, gender, 

oldness, and facial hair. Integrating FER into healthcare also presents challenges, including ethical considerations like 

privacy, data security, and informed consent, due to the sensitive nature of the data involved. The accuracy and reliability of 

FER systems are critical, as incorrect data can lead to adverse clinical outcomes. Additionally, it is crucial to address and 
mitigate potential biases in FER systems that may arise from the training datasets used. FER technology shows great promise 

in healthcare, but its implementation must be carefully managed to address technical, ethical, and practical challenges [72]. 

3. RESULTS AND DISCUSSION 

This research presented cutting-edge techniques aimed at addressing both controlled and uncontrolled environments. Feature 

extraction methods like LBP, HOG, LDA, and PCA were utilized, followed by SVM for classifying facial expressions in 

static images. Two datasets, FER2013 and CK+, are employed to compare traditional and deep learning methods. FER2013 

and CK+ can provide valuable insights for future data collection and preprocessing strategies in facial expression recognition 

(FER) research [73]. In the domain of DL, the data is initially separated into train and test sets using an 8:2 ratio, which can 

be adjusted as required. The training of a CNN model was performed using the train data and validated using the test data 

for expression classification into seven classes, with accuracy computed accordingly. Table 1 shows that the model has a 

total of 2,821,959 parameters. Out of these, 2,819,015 are trainable, meaning they are adjusted during the training process to 

lessen the loss function and advance the performance of the model. The remaining 2,944 parameters are non-trainable. Table 

2 furnishes an overview of different existing FER systems employing varied feature extraction and classification techniques, 

alongside their respective accuracies. Table 3 juxtaposes the accuracy of implemented traditional methods with implemented 

CNN based on the FER2013 and CK+ datasets for facial expression classification. Table 2 demonstrates that most traditional 

machine learning (ML) methods have predominantly utilized images from controlled laboratory environments for Facial 
Expression Recognition (FER), resulting in higher accuracy. LBP is best suited for high-resolution images, making it ideal 

for controlled environments, medical imaging, and high-resolution security applications. On the other hand, HOG is more 

effective for low-resolution images, offering robustness to variability and computational efficiency, making it appropriate 

for real-time processing, surveillance, and applications in less controlled environments [74]. However, when applied to 

challenging datasets, the performance of traditional ML methods tends to decrease, as shown in Table 3. In contrast, CNNs 

consistently surpass traditional methods in both controlled and wild situations. Table 3 summarizes the experiments and 

results of FER using both traditional and DL methods. The experiment utilizing Local LBP features with a SVM classifier 

accomplished an average accuracy rate of 97% on the CK+ dataset. In contrast, the same method resulted in a lower 

recognition rate of 31.9% on the FER2013 dataset. Traditional methods show high accuracy in controlled environments and 

perform competitively compared to deep learning approaches. However, DL models tend to exceed traditional approaches 

in terms of recognition rates. The proposed CNN accomplished an average accuracy of 98% on the CK+ dataset. On the 

more challenging and larger FER2013 dataset, the proposed CNN accomplished an accuracy of 66.67%.  

Traditional methods regularly need physical feature engineering, which is not only time-consuming but also computationally 

intensive as it may involve multiple iterations of trial and error [75]. The disparity between training and testing accuracy and 

loss in a CNN model, as depicted in Figure 6, offers critical perceptions into the model's potential for overfitting. Overfitting 

happens when a model learns the train data too well, catching noise and details that do not generalize to new data, leading to 

high train accuracy but low testing accuracy. The disparity where training loss is much lower than validation loss shows that 

the model is fitting the train data too well and not performing as well on the testing data. 
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Table 1 CNN architecture details 

 

Layer (type)   Output Shape  Parameters 

================================================================= 

sequential (Sequential)  (None, 48, 48, 3)  0 

conv2d (Conv2D)  (None, 48, 48, 32)  896 

conv2d_1 (Conv2D)  (None, 48, 48, 64)  18496 

batch normalization (BatchN (None, 48, 48, 64)  256 

ormalization) 

max_pooling2d (MaxPooling2D) (None, 24, 24, 64)  0 

dropout (Dropout)  (None, 24, 24, 64)  0 

conv2d_2 (Conv2D)  (None, 24, 24, 128)  73856 

batch_normalization_1 (Batc (None, 24, 24, 128)  512 

hNormalization) 

max_pooling2d_1 (MaxPooling (None, 12, 12, 128)  0 

2D) 

dropout_1 (Dropout)  (None, 12, 12, 128)  0 

conv2d_3 (Conv2D)  (None, 12, 12, 256)  295168 

batch_normalization_2 (Batc (None, 12, 12, 256)  1024 

hNormalization) 

max_pooling2d_2 (MaxPooling (None, 6, 6, 256)  0 

2D) 

dropout_2 (Dropout)  (None, 6, 6, 256)  0 

conv2d_4 (Conv2D)  (None, 6, 6, 512)  1180160 

batch_normalization_3 (Batc (None, 6, 6, 512)  2048 

hNormalization) 

max_pooling2d_3 (MaxPooling (None, 3, 3, 512)  0 

2D) 

dropout_3 (Dropout)  (None, 3, 3, 512)  0 

flatten (Flatten)   (None, 4608)  0 

dense (Dense)   (None, 256)  1179904 

batch_normalization_4 (Batc (None, 256)  1024 

hNormalization) 

dropout_4 (Dropout)  (None, 256)  0 

dense_1 (Dense)  (None, 256)  65792 

batch_normalization_5 (Batc (None, 256)  1024 

hNormalization) 

dropout_5 (Dropout)  (None, 256)  0 

dense_2 (Dense)  (None, 7)   1799 

================================================================= 

Total params: 2,821,959 
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Trainable params: 2,819,015 

Non-trainable params: 2,944 

_________________________________________________________________ 
 

Table 2 Various existing FER systems 

Literature Dataset Feature Extraction Method Classification Accuracy (%) 

2005[38] CK LBP SVM 87.6 

2016[21] Video data PCA Kalman Filter Improved accuracy 

2017[12] CK+ LBP+ Gabour SVM 95.8 

2017[23] CK+ Gradient Descent CNN 96.76 

2018[24] JAFFE Gabor filters. SVM More accuracy 

2019[25] CK+ FACS MNN+SVM 90 

2020[18] CK+ HOG LDA 94.66 

2020[27] Image dataset EEG signal SVM 96 

2017[26] JAFFE CNN CNN 86.38 

2019[45] JAFFE Deep CNN Deep CNN 97.01 

 

Table 3 Comparison of Accuracy using traditional ML Techniques with CNN in a posed and wild environment 

CK+ FER2013 

Feature Extraction+ 

classification 

Technique 

Accuracy 

(%) 

Feature Extraction+ 

classification 

Technique 

Accuracy 

 (%) 

LBP+SVM 97 LBP+SVM 31.9 

HOG+SVM 98.66 HOG+SVM 28.9 

PCA+SVM 84 PCA+SVM 18.7 

LDA+SVM 96.66 LDA+SVM 27.93 

CNN+FC 98 CNN+FC 66.67 

 

 

Fig. 8 Comparison of accuracy of traditional techniques with CNN 
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Fig. 9 Confusion matrix of 7 classes FER results obtained by ConvNet on the FER2013 dataset. 

Implementing strategies like DA, regularization techniques, early stopping, simplifying the model, using pre-trained models, 

increasing training data, and batch normalization can support to mitigate overfitting and expand the model's generalization 

to unobserved data [76]. Figure 6 and 7 demonstrates that CNN achieves superior accuracy compared to traditional 

techniques in both controlled and uncontrolled environments. Facial emotion recognition holds pivotal significance across 

various domains, spanning from human-computer interface to healthcare.  

The confusion matrix offers a detailed breakdown of the predictions made by a classification model. In this instance, 

normalized values between 0 and 1 are used, with each cell color-coded based on its value. The higher the number of 

predictions, the greater the color intensity. A color scale accompanies the matrix, indicating the range of colors and values. 

Ideally, the model's performance is reflected by high color intensity along the main diagonal of the matrix, indicating accurate 

predictions, while the other cells should have lower color intensities, as illustrated in the fig.9. It also provides insights into 

the accuracy of individual classes. In fig. 9, the highest recognition rates are typically observed in the happy and surprise 

categories, while the sad and fear categories often have the lowest recognition rates [77]. 

4. CHALLENGES AND OPPORTUNITIES  

As the focus of facial expression recognition (FER) data shifts towards addressing the complexities of real-world 

environments, many researchers are turning to deep learning techniques to tackle challenges such as transitions, occlusions, 

off-frontal poses, personal biases, and detecting less-intense expressions. Nonetheless, a significant hurdle in deep facial 

expression recognition (FER) remains the limited availability of high-quality training data, which is deficient both in terms 

of quantity and diversity [78]. FER is inherently data-centric, and training deep networks capable of detecting subtle changes 

associated with expressions requires a vast amount of annotated dataset. The main challenge lies in acquiring a 

comprehensive expression database containing abundant samples with accurate facial characteristic labels, considering the 
diverse ways in which individuals across diverse age groups, cultures, and genders express and understand facial expressions. 

Capturing large volumes of varied image data in natural conditions is a significant challenge for training [79]. Moreover, 

class imbalance presents a prevalent challenge in facial expression datasets, reflecting the practicalities of data collection. 

While collecting data for common expressions like smiles may be straightforward, acquiring sufficient data for less frequent 

expressions such as disgust and anger can be challenging, leading to imbalanced class distributions in the dataset. It is 

imperative to address these issues to enhance the effectiveness and generalization capability of DL models for FER tasks. 

Exploring the classification accuracy of FER in aging adults warrants thorough investigation. Furthermore, the challenge in 

classification becomes more apparent when analyzing expressions of young and middle-aged subjects [80]. This complexity 

may arise from the heightened intensity with which these individuals’ express emotions compared to aging adults [81]. Future 

research in facial expression classification should focus on enhancing data diversity, improving preprocessing techniques, 

exploring advanced model architectures, leveraging temporal and contextual information, addressing bias and fairness, 

increasing model explainability, and optimizing for real-life deployment. By handling these fields, scholars can build more 
robust, accurate, and fair facial expression recognition systems that perform well across a wide range of scenarios and 

populations. 
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5. CONCLUSIONS 

This study explores the efficacy of facial expression classification through two distinct approaches: a) Traditional feature 

extraction techniques (including LBP, PCA, LDA, HOG, and SVM classifiers). b) CNN-based feature extraction. The 

evaluation is carried out using the FER2013 and CK+ databases. The summarized results of these techniques on both 

databases are presented in Table 2. In the realm of traditional techniques, LBP demonstrates superior performance on high-

resolution images sourced from extensive datasets, while HOG achieves higher success rates on low-resolution samples with 

straightforward poses, particularly from the CK+ dataset. The direct extraction of features from the layers of CNN 

architecture helped to enhance classification accuracy further. Moreover, computational time is significantly reduced 

compared to traditional methods, particularly for large datasets. CNN showed improved accuracy for large datasets across 
both controlled and uncontrolled environments, thereby aiding in the lessening of computation time.  Additionally, the study 

compared the accuracy of FER using traditional ML methods and CNN in posed and uncontrolled environments. 

Incorporating additional modalities like infrared images, depth data from 3D face models, and physical information may use 

to yield substantial enhancements to the investigation. These modalities offer substantial complementarity in capturing facial 

expressions, thereby enhancing the overall analysis and understanding of human emotions. DL is considered state-of-the-art 

due to its exceptional performance across various types of data, including static, sequential, in-the-wild, and dynamic data. 

Many recent FER models are hybrid systems, combining different approaches. Hybrid networks are increasingly developed. 

Future advancements in deep learning for FER are likely to involve various enhancement methods. These include integrating 

handcrafted features with deep learning features, using classifiers such as DT(decision trees), RF (random forests), and SVMs 

at the output layer of deep learning models, employing network cascading, utilizing generative networks, pre-training of 

datasets in an unsupervised manner with fine-tuned in a supervised manner, and applying optimization techniques. Enhancing 

deep learning models for FER, particularly in uncontrolled settings, remains an active area of research.  
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