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ABSTRACT 

Image restoration and enhancement are essential in several digital imaging applications, including medical diagnostics, 

remote sensing, and the preservation of historical documents. Conventional restoration methods, while successful in some 

contexts, often fail to address intricate textures and significantly deteriorated photos. This research presents a sophisticated 

picture restoration and clarity improvement technique using Generative Adversarial Networks (GANs), which integrates 

a style perception module and a multi-scale attention mechanism (SP-MSA-IR). The model integrates the detailed feature 

extraction abilities of GANs with the comprehensive contextual comprehension provided by attention modules to enhance 

visual fidelity and structural coherence. A dual-channel restoration network using auxiliary identity images (DC-IRN) is 

presented to improve restoration accuracy and identification consistency. Experimental assessments on the Helen Face 

and CelebA datasets demonstrate that the suggested approach regularly surpasses current methodologies, attaining greater 

PSNR (up to 52.84 dB), SSIM (up to 0.968), and reduced RMSE. The findings illustrate the model's capacity to generate 

high-quality, semantically consistent pictures while ensuring efficient runtime and resource utilisation. 

 

Keywords: Generative Adversarial Networks (GANs); Image Restoration; Image Enhancement; Multi-scale Attention; 
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1. INTRODUCTION 

Research on image restoration technologies has always been a central focus in the domain of digital image processing. 

The proliferation of digital photography and the rapid expansion of internet media have heightened the need for high-

quality photos. Image restoration methods are mostly used to restore damaged, fuzzy, or low-quality photos, while 

enhancement approaches seek to augment the visibility and quality of images [1]. These approaches are used in many 

fields including medical imaging, satellite image processing, historical document restoration, and digital media 

production. Nonetheless, conventional approaches for picture restoration and enhancement, including filtering procedures, 

interpolation methods, and classical image editing algorithms, often exhibit limits. The underwater GAN developed by 

Yu and colleagues has limited efficacy in processing badly damaged or blurred photos, particularly in maintaining the 

original style and features [2]. This is mostly due to older approaches depending on predetermined rules and models, 

rendering them less adaptive to the individual content and complexity of pictures [3]. Furthermore, these techniques often 

encounter difficulties in attaining optimal restoration outcomes when processing pictures characterised by extensive 

dynamic range and intricate textures. In recent years, the advent of deep learning, particularly Generative Adversarial 

Networks (GANs), has created novel potential for advancing image processing approaches. Generative Adversarial 

Networks (GANs), as a formidable instrument for data production via adversarial mechanisms, have been extensively 

used across many domains, including picture generation, style transfer, and image restoration [4]. Nonetheless, the use of 

GANs in picture restoration and enhancement encounters obstacles, especially in maintaining the original style and 

features of images throughout the restoration process. GAN technology has obstacles in picture restoration and 

improvement, including training stability, processing efficiency, and the authenticity of outcomes. Presently, there exists 

a limited number of applications that amalgamate GAN with style rendering technologies. An approach for picture 

restoration and enhancement using generative adversarial networks and style perception has been developed to preserve 

stylistic traits post-restoration. The model integrates the picture feature extraction proficiency of generative adversarial 

networks with the feature fusion potential of a multi-scale attention mechanism, seeking to resolve the difficulties and 

information loss inherent in conventional image restoration methods.  

The research introduces a technology for picture repair and improvement using GAN and style perception. The integration 

of GANs' image feature extraction abilities with the feature fusing capabilities of a multi-scale attention mechanism 

enhances the quality of picture restoration. The suggested technique boosts picture restoration quality and considerably 

improves image recognition accuracy via system stability and low-error operations, successfully resolving the problem of 
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identity consistency throughout the restoration process. The use of the multi-scale attention method enhances the model's 

capability to comprehend and restore pictures, resulting in significant advancements in feature integration and model 

robustness. The suggested technique enhances picture restoration technology and offers a novel viewpoint for large-scale 

data processing. 

The rapid advancement of computer vision and deep learning technologies, especially the emergence of GAN, has 

propelled research in image processing into a new phase. Using image denoising as a case study, several researchers have 

begun examining the practical use of GANs in image denoising and suppression. Pan et al. introduced a technique using 

direct GAN to tackle challenges such as deblurring and denoising in picture restoration. The developed model was trained 

in an end-to-end manner and shown applicability to diverse picture restoration and low-level visual challenges. The 

findings demonstrated that this algorithm surpassed the most sophisticated algorithms presently available (Pan et al., 

2020). Khmag et al. introduced a self-adjusting GAN for picture denoising to eliminate noise and mitigate noise creation. 

An adaptive learning GAN model was developed to denoise the scoring process for corrupted digital photos. The findings 

demonstrated a significant improvement in the average Peak Signal-to-Noise Ratio (PSNR) of 2.27 dB and 0.85 dB, 

signifying higher performance [5]. In the quest for efficient picture denoising, Hong Z's team introduced a comprehensive 

unpaired image denoising framework. Denoising training included both pristine and noisy training photos. Comprehensive 

experimental assessments on both synthetic and real datasets revealed that the suggested model substantially surpassed 

earlier models when properly trained, showcasing an enhanced paired methodology [6]. Tai et al. introduced a neural 

network model, the Topic-Aware Masked Attention Network, for predicting information cascades, aiming to rectify the 

oversight of semantic topics and propagation relationships, thereby enhancing the precision of forecasting the subsequent 

infected node in the cascade [7]. Zhang D et al. tackle the insufficient generalisation of deep forgery video detection 

models across various datasets by introducing a model that leverages the learning and characterisation capabilities of 

convolutional neural networks to diminish image texture information and extract more profound and pervasive forgery 

features via a texture suppression module [8]. Song Q et al. introduced a technique for model pruning to mitigate the issues 

of excessive parameters and elevated storage and computational expenses while deploying deep neural network models 

on embedded or mobile devices. A variety of innovative pruning algorithms are chosen from diverse approaches, and the 

efficacy of each strategy is empirically evaluated, achieving a decrease in model size while maintaining accuracy [9]. 

Certain researchers seek to boost the quality of photographs used in clinical therapy to improve surgical patient survival 

rates. The study has been explicitly formulated to tackle imaging challenges in clinical environments. Deng et al. proposed 

a Transformer-based GAN (RFormer) to tackle the restoration issues of clinical fundus pictures. The primary element of 

the proposed network is a window-based self-attention mechanism. Comprehensive trials demonstrated the superiority of 

the suggested technique compared to alternatives, showcasing enhanced analysis and application to clinical fundus 

pictures [10]. Dar S U H and Yurt M suggested a technique for undersampling multi-contrast acquisition and collaborative 

restoration using conditional GAN to extract information from clinical pictures. The efficacy of the strategy was proved 

by using three preceding procedures. The findings revealed that the suggested strategy surpassed other methods, exhibiting 

enhanced efficacy in contrast enhancement for exams [11]. 

Researchers have performed a number of investigations on vehicular networks and imaging applications in remote sensing 

vision. To limit the capricious use of face recognition technology in Internet of Vehicles systems, Yang et al. proposed an 

innovative method using semantic characteristics and adversarial instance creation. The procedure started with the 

semantic segmentation of faces with the Segnet network, then followed by the alteration of facial image semantic 

properties by a GAN. The suggested technique exhibited enhanced detection resistance, superior detection quality, and 

robust defence capabilities in face image recognition [12]. Chen H and colleagues developed an attention-based GAN 

approach to significantly improve the visual quality of remote sensing photos. The experiment analysed non-uniformly 

distributed thin clouds across several pictures and generated attention maps using spatial feature weighting information. 

The proposed technique produced superior local pictures, recognising local consistency and exhibiting enhanced 

management of small texture details [13]. Concurrently, several experts examined the studies on subpar image restoration 

methodologies. Gao et al. introduced a deep learning image identification technique using a GAN to correct imperfections 

in low-quality photos. The approach included recreating low-quality faulty images using GAN, followed by the use of the 

VGG16 network for image recognition. The findings demonstrated a significant improvement in the restoration precision 

of low-quality photos, ranging from 95.53% to 99.62% [14]. Lau C P, seeking to alleviate picture quality deterioration 

due to deformation or blurred turbulence, proposed a single-frame recovery solution using generative techniques. The 

algorithm used a deblurring generator and deformation corrector to rectify distorted and blurred pictures. The findings 

indicated that the integration of adversarial and perceptual loss significantly enhanced picture sharpness and mitigated 

artefacts, resulting in commendable performance [15]. Zhou Y sought to improve the quality of subpar underwater 

photographs by using an adaptive learning framework grounded on a physical model feedback mechanism. They 

implemented an incorporated domain adaption method to reconcile the disparity between actual photos and test data. The 

results indicated that the framework markedly outperformed in underwater picture restoration [16].  

 

2. GAN FOR IMPROVEMENT IN PERCEPTION METHODOLOGY 

Recent breakthroughs in deep learning have markedly enhanced picture restoration methods, especially for face and 

architectural photos, yielding visually more credible outcomes. Nonetheless, contemporary deep learning-based image 

restoration methods encounter difficulties, including inadequate long-range feature migration capabilities, which result in 
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the inability to explicitly replicate or extract information from distant areas, potentially leading to global semantic 

inconsistencies in images [17]. In response to these issues, an experiment introduces a technique for image restoration and 

clarity enhancement called Style Perception and Multi-Scale Attention for Image Restoration (SP-MSA-IR), which is 

based on GAN technology. The multi-scale attention mechanism may concurrently collect information at several levels, 

hence enhancing visual comprehension and restoration. Within the GAN architecture, multi-scale attention methods may 

be included into the generator to augment its capacity to analyse incoming picture characteristics. The integration of a 

harmonic balance between the generator and discriminator, hence improving the model's stability. The SP-MSA-IR model, 

shown in Fig. 1, comprises a generative image restoration module and a discriminator. Figure 1 depicts the components 

of the model, whereby the image restoration generator G and discriminator D collaborate to generate a new picture Ig that 

resembles the original image Is, derived from the damaged image Im. The style perception module consists of two 

components: style extraction and style rendering. The generator integrates self-attention layers and residual connections, 

which augment the representational capacity of features. The discriminator consists of many convolutional layers and 

activation functions. An adaptive learning rate optimiser, such as Adam, is used to mitigate possible concerns of mode 

collapse or gradient vanishing in GAN training. This optimiser may autonomously modify the learning rate of each 

parameter to sustain a dynamic equilibrium throughout training and mitigate the danger of pattern collapse. 

To emphasise various qualities associated with distinct keypoint placements, colours and connections are allocated to 

different keypoints, culminating in the topological map structure Lg of the picture. The topological map Lg, which 

embodies past knowledge, is then concatenated with the damaged image Im and the mask M, functioning as input data for 

the image restoration generator [18]. The style perception module has two concurrent channels: style rendering and style 

extraction. Adaptive Instance Normalisation (AdaIN) approach is used in the style rendering channel to incrementally 

display the input encoding for comprehensive modification throughout the restoration phase. The encoding z, measuring 

256×32×32, undergoes critical information extraction and efficient compression via the use of self-attention modules and 

residual blocks in the style extraction channel.  

 

 
Fig. 1. Image Restoration and Clarity Enhancement Method based on SP-MSA-IR. 

 

The resultant module not only attains results akin to using self-attention modules at various sizes but also effectively 

reduces system memory consumption. The aim of the restoration network in the model is to ensure that the corrected 

picture closely aligns with the original image. Thus, the proposed reconstruction loss seeks to reduce pixel-level 

discrepancies between the two pictures. DC-IRN disassociates and re-associates identification attributes inside the 

reconstructed picture. The restoration network has two channels: reconstruction and restoration, allowing the 

incorporation of identification elements into the restored picture. Comprehensive data from the auxiliary image must be 

acquired using an encoder and an identity encoder. Monitoring the resemblance between the reconstructed picture 

produced by this channel and the auxiliary image efficiently aligns both images. 

 

3. DUAL-CHANNEL IMAGE RESTORATION TECHNIQUE  

The SP-MSA-IR model significantly improves the semantic coherence of restored pictures; however, it fundamentally 

operates as a prior-knowledge-guided image restoration technique reliant on various feature keypoints. The restoration 

outcomes derived from this model lacks a definite identity. Instead, they signify an averaged resolution obtained from the 

dataset. In real-world scenarios where researchers typically possess intact images corresponding to the damaged ones, the 

experiments designate a specific identity for the impaired images and introduce a Dual Channel Image Restoration 

framework that incorporates an identity encoder and an identity transfer module, both facilitating identity information 

extraction and feature fusion. Figure 2 depicts the architectures of these two modules. Upon implementing the identity 

migration module to transfer the image's identity, two encoded representations, zu and Zau, reflecting plausible identity 

transfers may be acquired. During the migration process, the identity migration module universally modifies the picture, 
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leading to the loss of background information. An attention fusion module is incorporated in the experiment to solve this 

issue. The objective is to seamlessly integrate features that preserve pre-migration background information with identity-

consistent encodings, thereby reinstating the image's background data. 

 

 
Figure 2. Identity Transfer Utilising the Identity Encoder Module 

 

This dataset was used to assess the model's effectiveness in processing high-resolution and intricate background pictures. 

Given the complementing characteristics of PSNR and SSIM, PSNR serves as a straightforward quality indicator, whilst 

SSIM delivers a more nuanced quality evaluation. The amalgamation of these two metrics allows for the assessment of 

image restoration efficacy from many viewpoints. During the training procedure, Gaussian noise with standard deviations 

of 5 and 10 was included into the dataset to enable the model to acclimatise to diverse noise conditions. The average 

PSNR of the four techniques for mending two datasets was first analysed, with the particular findings shown in Fig. 3.  

Figure 3(a) illustrates the average PSNR values achieved by several models applied to the Helen Face dataset, after the 

introduction of Gaussian noise with a standard deviation of 5. With the rise in runtime, the average PSNR values of the 

four models consistently rose. At a system runtime of 0.387 seconds, the suggested technique achieved a PSNR value of 

52.84 dB, but the PSNR values of the other three methods remained in a gradual increase. At a runtime of 0.512 seconds, 

the Restore-GAN approach had the greatest average PSNR value of 49.21 dB. Figure 3(b) illustrates the average PSNR 

values achieved by several models operating on the CelebA dataset, subjected to Gaussian noise with a standard deviation 

of 10. When the average PSNR value of the suggested technique stabilised, the system runtime was just 0.189 seconds, 

yielding an average PSNR value of 49.88 dB. Conversely, the mean PSNR values of the other three methods were all 

under 45 dB. Furthermore, after a system runtime of 0.5 seconds, the three techniques in comparison to the suggested 

method started to stabilise, achieving a maximum PSNR value of 44.98 dB. The findings demonstrated that the suggested 

technique attained the maximum PSNR values throughout execution, with the measured PSNR values above 40 dB 

considerably. This signifies that the quality of the pictures acquired using research techniques is exceptional (i.e., closely 

resembling the original image) and has considerable resilience. A comparison of the average SSIM values produced by 

various methods on the two datasets was then performed, as seen in Fig. 4.  

Figure 4(a) displays the SSIM values achieved by several models on the Helen Face dataset. Observation revealed that 

when the quantity of restored photos rose, the SSIM values for all techniques began to rise. Upon detecting 284 corrected 

photos, the suggested technique attained the peak SSIM value, around 1.00. Currently, the SSIM values for the other three 

approaches are much below 0.94, with Restore-GAN and SN PatchGAN exhibiting consistent SSIM values of 0.935 and 

0.921, respectively, but the SSIM values for SA-GAN continue to fluctuate. Figure 4(b) shows the SSIM values for the 

four methodologies used to the CelebA dataset. Upon achieving its peak SSIM value with 360 restored photos, the 

suggested technique exhibited a sustained rise, culminating in a maximum SSIM value of 0.968. Simultaneously, the 

SSIM values for the other three approaches, albeit attaining their peaks, were markedly inferior to those of the suggested 

method. In conclusion, the findings demonstrate that the suggested technique consistently achieved the greatest SSIM 

values with an increasing number of identified pictures, signifying enhanced image restoration efficacy. Expanding on the 

previously mentioned findings, Fig. 5 examines the fluctuations in RMSE values produced by the four methods throughout 

the two datasets. Figure 5 illustrates the RMSE values for several techniques used to the Helen Face dataset. It was noted 

that when the quantity of restored photos increased, the RMSE values for all four approaches consistently decreased. Upon 

reaching 249 restored pictures, the suggested technique attained a minimal RMSE value of 13.79. Conversely, SA-GAN 

began to stabilise at about 240 pictures, whilst the other two approaches failed to attain a stable RMSE value and constantly 

remained inferior to the suggested method. Figure 5(b) illustrates the RMSE values for several methods used to the CelebA 

dataset. Upon reaching 245 restored pictures, the suggested technique achieved a minimal RMSE value of 5.12, thereafter 

retaining stability. Furthermore, at 204 pictures, SN PatchGAN attained a consistent RMSE value of 16.84, while the other 
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two approaches failed to demonstrate stability at this juncture. In conclusion, the proposed technique attained the lowest 

RMSE value, signifying superior accuracy in picture restoration and excellent increase of image clarity. 

To evaluate the model's performance on severely degraded photos, a dataset including damaged, blurred, occluded, and 

other significantly compromised images should be chosen for testing. A collection of colour photographs was sourced 

from the Baidu network image database in China, and all images were consistently resized to 256×256 pixels. Evaluate 

the restoration efficacy and clarity of four methods across various picture formats. The precise comparative findings 

obtained are shown in Fig. 6. Upon examining Fig. 6, it was apparent that the target sizes across all photos were 

inconsistent, and the images differed in kinds, all demonstrating instances of occlusion. Following the use of the four 

procedures, the clarity of the photos improved. The investigated approach produced optimal restoration outcomes, 

attaining superior picture quality and successfully reinstating edge features. To enhance the validation of the clear 

performance of the developed experimental approaches for picture restoration, a dataset including multiple photographs 

from quotidian situations with varied content was generated.  

 

 
Figure 3. Mean Peak Signal-to-Noise Ratio (PSNR) 

 

 
Figure 4. SSIM Values Acquired from Various Algorithms 

 

 
Figure 5. Root Mean Square Error Values 

 

The performance of GAN and SA-GAN techniques was significantly inferior to that of the SN PatchGAN approach. This 

comparison demonstrated that the investigated technique had superior picture restoration clarity, enhanced stability, and 

improved practical application outcomes. To evaluate the computational efficiency, execution time, and other metrics of 

several methods, the dataset was augmented to 600 photos. Furthermore, the efficacy of various algorithms was evaluated 

in relation to changes in data sample size.  
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Table 1 Accuracy comparison of applied algorithms 

Model Accuracy 

IGAN 0.96 

Restore-GAN 0.92 

Patch-GAN 0.94 

SA-GAN 0.91 

 

The precise outcomes are shown in Table 1. In Table 1, when the sample dataset size reached 600, the IGAN model 

exhibited a running duration of 0.52 ms, a resource consumption ratio of 75.6%, and a structural similarity (SSIM) of 

0.96. The execution time of the model developed by the study was much lower than that of other models, and the resource 

usage was likewise very minimal. This demonstrated that the study methodology exhibited excellent computing efficiency 

throughout system operation, and the elevated SSIM suggested that the proposed approach excels in preserving picture 

structure. Furthermore, the capacity to perform tests on more extensive datasets illustrated the enhanced scalability of the 

developed approach.  

 

 
Fig. 6. The Clarity Restoration Effects of Models on Various Image Types 

 

4. CONCLUSION 

This paper presents a novel GAN-based method for picture restoration and clarity improvement that incorporates multi-

scale attention processes and style perception modules to overcome the shortcomings of conventional restoration 

strategies. Utilising the SP-MSA-IR architecture, the model significantly enhances feature representation, semantic 

coherence, and restoration precision. The integration of dual-channel architecture with supplementary identification 

photos enhances the retention of individual-specific characteristics, making it appropriate for applications necessitating 

identity consistency. Experimental findings on benchmark datasets show enhanced performance for PSNR, SSIM, RMSE, 

and visual clarity, along with notable computing efficiency. While the existing model demonstrates encouraging 

outcomes, further research may investigate lightweight structures and sophisticated optimisation techniques to improve 

scalability and deployability in resource-limited settings. 
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