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ABSTRACT 

Thyroid disorder is the most widespread endocrine disorders globally.  Thyroid gland plays a crucial role in regulating human 

metabolism, its dysfunction poses significant health concerns. An automated, dependable, and precise machine learning 

(ML) system for thyroid disease identification is essential to improve diagnostic efficiency and minimize errors. The 

proposed model seeks to address several limitations in existing approaches, including insufficient feature analysis, inadequate 

visualization, and the need for enhanced prediction accuracy and reliability. This study utilizes a publicly available thyroid 

infected dataset from the UCI-ML repository, which includes twenty-nine clinical features. These features were instrumental 

in developing a weighted fuzzy model capable of predicting thyroid disease by evaluating initial signs and symptoms and 

eliminating the need for manual assessment of these characteristics. The feature assessment and classification help in 

identifying the contribution of each feature to thyroid disease prediction. To overcome the issue of over-fitting, the model 

employs data normalization. The use of weighted fuzzy further strengthens the system's reliability by evaluating multiple 

classifiers in the decision-making process. The suggested framework achieved an impressive sensitivity of 99%, accuracy of 

99.5%, and specificity of 99.9% demonstrating it’s potential for real-time CAD systems, thereby facilitating timely 

recognition and appropriate treatment in its early stage.. 

 

Keywords: thyroid, mining approaches, prediction, accuracy, evaluation. 

1. INTRODUCTION 

The significant increase in human metabolism, reproductive activity, and neuronal development is primarily regulated by 

thyroid hormones [1]. When the thyroid gland is not capable to consistently produce optimal hormone levels, regular bodily 

functions in humans are affected. This condition is referred to as thyroid dysfunction. Medically, thyroid problems can 

manifest as thyroid cancer or thyroiditis. The two main thyroid-related disorders are hypothyroidism and hyperthyroidism 

[2]. Worldwide, the prevalence of thyroid disorders is rising, with up to thirty to forty percent of patients at endocrinology 

clinics being affected. In the United States, approximately sixty percent of individuals are unaware they have a thyroid 

condition, which is estimated to impact 20 million people [3]. Given that the symptoms of thyroid disease can be difficult to 

differentiate from those of other conditions, diagnosing the illness can be a intricate and requires more time. Traditionally, 

diagnosing thyroid disorders involves multiple blood tests and thorough examination by medical professionals. However, 

the primary challenge is in accurately diagnosing the condition in its early stages [4]. 

The accuracy and efficiency of diagnosing thyroid illnesses have been greatly enhanced through the use of modern 

computational techniques. By analyzing vast amounts of patient data, these tools can identify patterns and anomalies that 

traditional diagnostic methods might overlook. These techniques enable a comprehensive thyroid function evaluation by 

processing diverse datasets, including patient histories, ultrasound images, and blood test results [5]. Their ability to 

distinguish between multiple thyroid illness, such as hyperthyroidism and hypothyroidism, facilitates more precise and 

personalized treatment for patients. These computational methods are capable of processing large, complex datasets, and 

they improve their predictive capabilities over time by understanding from historical data. Additionally, they can integrate 

data from various sources like genetic information, lifestyle factors, and environmental influences—to provide a holistic 

view of a patient's health [6]. This integrative approach can detect thyroid disorders before symptoms appear, enabling early 

diagnosis and intervention [7].  
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The application of these advanced computational techniques represents a breakthrough in medical diagnostics, offering 

patients with thyroid disease faster, more accurate, and personalized healthcare solutions [8]. Achieving high levels of recall, 

accuracy, and precision in thyroid diagnostics requires a multimodal approach that addresses both model performance and 

practical, real-world application. Advanced algorithms and rigorous validation of diverse datasets reflecting various thyroid 

conditions are necessary to ensure robust accuracy [9]. Furthermore, optimizing for faster computation times is critical, as is 

employing efficient preprocessing techniques and algorithms without compromising accuracy. To ensure the model's 

generalisability across different datasets, a scalable architecture capable of handling diverse data distributions and 

demographic variability must be developed [10]. In addition, the model's usability for healthcare professionals is enhanced 

by incorporating user-friendly interfaces and interpretability tools, promoting informed decision-making and improving 

diagnostic outcomes for thyroid analysis [11]–[12]. This research seeks to advance the diagnosis of thyroid disease, paving 

the way for significant progress in medical practice. The study's primary objective is to accurately detect various thyroid 

disorders using feature-based classification techniques, allowing for timely and targeted medical interventions [13]. 

Furthermore, to facilitate practical implementation in clinical environments—where prompt diagnosis is crucial—the 

research focuses on optimizing computational efficiency to minimize execution times. By assessing the infrastructure 

requirements for deploying such models in hospitals, this study aims to improve patient outcomes and drive forward 

innovations in healthcare delivery [14]–[15]. The primary contributions of this work are outlined as follows: 

1) To propose a novel weighted fuzzy model for thyroid prediction based on weighted rule analysis and fuzzification; 

2) A weighted fuzzy model enhances the reliability of the prediction model by comparing multiple classifiers, rather than 

relying on a single machine learning algorithm. 

The research is summarized as follows: section 2 compares existing methods. The methodology used is eloborated in section 

3, and numerical findings are given in section 4. The outcomes are reviewed in section 5.  

2. RELATED WORKS 

A vital classification challenge is an ML method for accurately assessing thyroid disease. An integral part of our bodies is 

the thyroid gland. It aids in controlling our metabolism. Thyroid hormone deficiency results in hypothyroidism while 

hyperthyroidism results as an increase in the production of thyroid hormone. The author aimed to develop a machine learning 

(ML)-based classification framework for classifying people with thyroid disease from a publicly available data repository. 

With several explanatory criteria, the subjects were divided into healthy and thyroid disease categories [16]. A class balancer 

known as the SMOTE was employed to account for the minority class (thyroid infection) in the dataset. Azure ML tools 

were integrated with filter-based feature selection techniques to develop a prediction model, particularly mutual knowledge 

applied to a two-class NN classification algorithm. The proposed two-class NN technique, constructed using SMOTE and 

specified variables, performed better than other ML approaches in terms of performance metrics [17]. Thyroid issues are a 

worldwide health concern that requires timely and precise assessments. Three-phase learning on ML algorithms for thyroid 

illness detection was carried out by [18]. First, the SMOTE is used to adjust for the imbalance in the dataset. The prediction 

accuracy of various algorithms, including DT, RF, SVM, K-NN, and NB, is then assessed. Each method's efficacy is 

evaluated using several performance metrics. The outcomes contribute to improving trustworthy clinical decision-making 

tools in healthcare by providing crucial insights into the optimal machine-learning technique for thyroid ailment diagnosis 

[19]. 

Although many studies have been conducted on DM in data mining, there is currently no standardized procedure for assessing 

the efficacy of current approaches. Therefore, by integrating DM algorithms with less preprocessing, the author in [20] 

wishes to suggest a novel method for creating RIs, with the efficacy of five strategies assessed. Two records were collected 

from individuals who underwent physical examinations. The Test data set employed the Hoffmann, Bhattacharya, EM, 

Kosmic, and refineR algorithms and the two-step data preparation process to generate RIs for thyroid-related hormone 

compounds. Conventional RIs calculated from the reference statistic set, which only comprised individuals who fulfilled 

strict eligibility and exclusion criteria, have been compared to algorithm-derived RIs. They use the BR matrix. Hormone 

resistance intervals associated with the thyroid have been identified [21]. The EM approach may not work well for another 

hormone but consistently establishes TSH RIs with conventional TSH RIs. The RIs for free and total triiodo-thyronine and 

free and total thy, calculated by Hoffmann, Bhattacharya, and refined approaches, are comparable to and enhance the usual 

values [22]. Based on the BR matrix, an effective technique for precisely evaluating the method's efficacy is created [23].  

When combined with less initial processing, the EM technique can handle highly skewed data, but it has drawbacks in other 

situations. The other four methods perform well when dealing with data with a Gaussian or near-Gaussian distribution [24] 

– [25]. The strategy that is most appropriate for the information distribution should be used. One of the least prevalent 

endocrinopathies in the world is thyroid disease. People should be concerned about thyroid disease since the gland that makes 

the thyroid hormone controls a person's metabolism. An autonomous, reliable, and effective thyroid identification machine 

learning framework is needed to save time and prevent errors. The author in [26] study aims to improve forecast accuracy 

and dependability while addressing current work limits, including a lack of in-depth characteristic analysis and presentation. 

The UCI-ML database used 29 healthcare variables from a public thyroid illness dataset. The healthcare factors helped us 
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create a machine learning algorithm that could identify thyroid disease by evaluating the early signs and symptoms and 

replacing manual inspection of these parameters [27]. We may better understand the significance of qualities in thyroid 

prognostic activities with the use of feature evaluation and representation [28].  

Moreover, a 5-fold CV method and data normalization with the SMOTE were used to eliminate the over-fitting problem. 

The predicted result model is more dependable in combined learning since prognostic judgments are made using various 

classifiers. The boosting technique produced the proposed model, which might be applied to real-time CAD systems to 

promote timely intervention and ease of assessment. In medical science, thyroid prediction is a complex assumption [29]. 

The healthcare industry can now handle enormous volumes of medical records thanks to ML algorithms that are becoming 

more and more potent and small. Researchers can use a range of data values to generate predictions with ML approches. 

Data cleaning strategies are used in the dataset and produce trustworthy results. Data preparation techniques are applied to 

deal with missing and noisy values. The author used the Adaboost and Bagging algorithms to categorize thyroids. The most 

effective technique for thyroid forecasting is identified by testing the ways and comparing the results [30]. 

3. METHODOLOGY 

This section considers the online dataset for thyroid prediction where the sample variables are considered for prediction 

purposes. The variables have different ranges, so it's important to adjust the data to bring them to a similar scale. This process 

is called normalization, and it is done using the following Eq. (1): 

𝑋𝑛𝑜𝑟𝑚𝑎𝑙𝑖𝑧𝑒𝑑 =  
𝑥 − min(𝑥)

max(𝑥) − min(𝑥)
 

(1) 

In this process, 𝑋𝑛𝑜𝑟𝑚𝑎𝑙𝑖𝑧𝑒𝑑 is the new, adjusted value. The smallest score for each feature is declared as zero, the largest 

score is declared as one, and all other values are changed to numbers between zero and one. 

3.1. Association Rule Mining Algorithm  

Based on the user-defined minimal support with less confidence responsibility from the transaction database 𝐷, the 

association rules were retrieved from the association rule mining. The procedure to be followed during the mining operation 

consists of the next two steps. First, we identify every item set frequently with a threshold higher than the available one. 

Second, a comparable strong association rule should be created based on the frequent item sets obtained. Support and 

confidence, respectively, are used to produce the rule. Furthermore, interest can be used to eliminate unnecessary or useless 

association rules and extract valuable ones. The second pace of the two steps above is relatively simple; it is necessary to 

document all manageable association rules that are reliant on the usual thing sets that have been discovered; the help edge 

and certainty edge control the performance measure; and the affiliation rules both satisfy the help limit and confidence 

saturation to produce association rules that meet the requirements. 

3.2. Associating weighted rule model 

An important topic in intelligence-based database discovery is association rules, which show the intriguing relationships 

between data items in transaction databases. The attributes of the database are uniform and equal. This means there is no 

distinction between importance and subordination among the items in the database; instead, the frequency of occurrence is 

used to determine each item's importance. The elements in the database are distributed uniformly, meaning they occur at the 

same or comparable frequency. However, the items in the transaction dataset with actual transactions are frequently dispersed 

unevenly, and in some cases, the frequency may vary significantly. These will cause the database's data objects to be 

distributed unevenly. The least amount support is set high or low will be an issue when this occurs. Setting it too high could 

prevent the association rules from involving objects with lower frequencies; setting it too low could result in many 

unimportant association rules and cause a combination explosion, decreasing the algorithm's effectiveness. To reflect the 

varying relevance of the items in the database, we have developed the idea of the weighted item which allows us to assign 

different items to different weights and, in turn, enhance the issue method, also known as the weighted association protocols. 

3.3. Associating keyword-based model 

The organization of the document vector is the term that appears most frequently. The frequently occurring keywords are 

identified based on the document's frequent information. The noun often determines how the error is generated. Words from 

high-frequency documents are commonly used with little regard for the source's content. For instance, information mining 

algorithms use bunching strategies to combine similar terms.  
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Fig 1. Proposed flow diagram 

The category focuses on comparison articles. It establishes a document vector based on the weight and motivation from the 

terms recurrence and document recurrence, and it views all words except stop words as indicative of the document. The 

terms and their weight scores relate to a document, and the sets are essentially the exceptional parts of the document vector. 

The document frequency is used to construct the vector, and the word frequencies serve as essential building blocks. Each 

term's weight estimates suggested a positioning score. It is a key factor in shaping the document. This served as an evaluation 

of the phrase as a stopword or watchword for the research. The weighing scheme algorithm has two points: a) A 

discriminative value distinguishes the documents from each other. b) A stop word or keyword is a crucial metric. Data mining 
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techniques discover the relationship between documents. Frequency-based term weighting is a statistical method for 

determining the relationship between words. The process above is the most commonly used strategy to differentiate and 

describe the document from others. The aforementioned data mining methods work effectively in the application of document 

classification. Good retrieval systems and clustering approaches are the most widely utilized classification methods. To 

define the document, the scheme is assessed using a criterion known as an evaluation standard. The measure is frequency 

statistics and the aforementioned evaluation measures will no longer be the most effective way to describe the phrases. 

The keyword-based term weighting (KBW) approach is an additional technique. This approach separates the document using 

a keyword value factor. The method is analytically based since it is subjected to analytical analysis. This method retrieves 

the document's keyword list. One of the essential elements is used to measure the term. It was created as a document's 

keyword. The technique employs a keyword ranking score to rank the measured values from the elements that have been 

pooled. The results of the document are used to calculate the measured ranking scores using these weighting approaches. 

The keyword-based weighting strategy has addressed the many drawbacks of the frequency-based weighting approach. There 

are several keywords in the document, each taken from the results. The keyword positioning strategy uses several criteria, 

including the report, the region, and the function of the words in a sentence or section. A record's representative phrases are 

its substance expressions. By separating the catchphrase from the type of text and testing the text's substance, substance 

words are eliminated from the content. The exploration document occasionally uses keywords as evidenced by the abstract, 

experiment, title, body, conclusion, and catchphrases in the title or the first section of the text. There are several ways to 

choose a catchphrase, and they can be categorized as word level, passage level, sentence level, and content dimension aspects. 

The situation job data and word-level grammatical features are the most important highlights. Compound nouns, numerals, 

common nouns, and formal persons, places, or things are the most commonly used grammatical forms. The sentence region, 

express or proviso, and sentence type are the most often used for syntactic or sentence-level highlights. The way a sentence 

is constructed and the expressive manner of the words used in it affect the meaning of the statement and the terminology 

employed. When a term in the subjective clause has a weighting scheme different from that of the auxiliary clause or 

modifying clause, the two are unequal. The type of term determines the weight created as a feature that appears in the text.  

The weight score of a term in a text is used to determine the characteristic of a sentence, phrase, term, or expression and it is 

taken from every single document. Each data archive characterizes the first stage of catchphrases and processes their weight 

assessments. The document's words and keywords are stored in an inverted file structure. This framework provides a 

dependable method for cluster enlargement. The original cluster 𝑘 is where documents are added. Predicting thyroid is the 

most challenging task in the medical world and data mining techniques are used to make this prediction. One of the primary 

uses of data mining is thyroid prediction. It uses vast healthcare information; computerized instruments are being gathered 

from scientific organizations and clinical information. According to the results of the DM approaches, the researchers can 

find and investigate new patterns and characterize the links among a vast number of variables with the help of the current 

simulated automated medical instrument. The past datasets are used to anticipate the outcomes. 

3.4. Data fuzzification 

We have created a unique fuzzification technology feature to enhance data interpretability during the last processing stage. 

This final step is essential because a large portion of the data from the system is difficult for consumers to understand and 

represent. After all, it is a continuous data with measurements that are frequently difficult to comprehend. Fuzzifying these 

data can enhance the outcomes that the mining algorithms discover while making the results more comprehensible. 

According to the parameters in the dataset or expert-supplied data, we suggest a fuzzification technique that automatically 

processes data values based on their distribution (refer to the kinds of input supplied to the method). To achieve this author 

generated a distributed algorithm in Spark that adheres to the MapReduce concept. This enables the researcher to handle 

massive volumes of data that are kept by many healthcare centers within the healthcare system. Algorithm 1 describes the 

overall procedure. Dataset are the inputs for the algorithm. The distributions and descriptions of the parameters the experts 

have established are kept in the dictionary. However, for parameters that consumers have not specified, a default amount of 

labels is applied, and they will be generated randomly according to their distribution. We will give the algorithm a dictionary 

with the labels and the validation function used for the dataset variable if the values depend on the dataset parameters. The 

entire procedure will be handled in a distributed fashion. For distributed processing, MATLAB 2020a automatically separates 

the data into pieces. This has been defined by utilizing the terms DC (distribute computing) and 𝑆𝑖 to symbolize each data 

point. The method that distributes the computation through MapReduce uses the cluster's global variable. Furthermore, the 

process invokes the fuzzification function outlined. There are various sections to this function. To generate fresh fuzzified 

parameters, it initially determines whether the variable's name appears in the Intervals hash list. If it does, it uses the names 

of the labels that Intervals specify and its configuration that pertains to the defined space. An automatic process that splits 

the variable's values into multiple intervals described in DefaultIntervals based on the variable's percentiles is employed if 

the variable cannot be located in the database. An example with DefaultIntervals set to three is displayed in The percentiles 

utilized in this instance were 25 and 37.5 for establishing the first label's trapezoidal pattern and the left portion of the 2nd 

label, and 62,5 and 75 for determining the second label's right portion and the third label. Thus, using the appropriate 

percentiles, the GenerateIntervals procedure splits the collection into k equally distributed fuzzy sets.  
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For example, when the value of 𝑘 is set to 4, the considered percentiles are calculated as follows: {
100
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100
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+

3−100

(𝑘+1)(𝑘−1)
} which generates 

{𝑝20, 𝑝26.6, 𝑝46.6, 𝑝53.3, 𝑝73.3, 𝑝80}. Conversely, the global variable Intervals' specified ranges are used by the FuzzyDivision 

procedure. The difficulty of this computing approach is 𝑂(𝑛/𝑐), where 𝑛 represents the transaction count and c represents 

the distributed computation nodes. This intricacy results from the algorithm's need to process the data set's elements and 

convert them into various fuzzy labels. The experts established various intervals for producing the fuzzy labels for the use 

case that was being studied as in Fig 2. 

 

Fig 2. Weighted Fuzzified model 

After this step, a reduced matrix (𝑋) is created, which contains only the important information from the original features 

needed for classification. Next, this suppressed matrix is given to the network to predict diseases. The weighted fuzzy uses 

a model called back-propagation for classification. The reduced matrix, which has been processed (fuzzified), serves as the 

input to this classifier to help classify diseases. In the network, all the connections between the input and the hidden layers 

are fully linked, as well as the connections between hidden layers and the output layer. At first, all these connections are 

allotted with arbitrary weights between zero and one. The units in the input layer match the number of properties in the 

minimized matrix. There are number of units in the output layer which is equal to the different disease classes in the 

repository. The blocks in the hidden layer is determined by using an equation (Eq. 2), which calculates the units count based 

on the input, hidden, and output layers. 

ℎ𝑖𝑑𝑑𝑒𝑛𝑛𝑜𝑑𝑒𝑠 = [√𝑖𝑛𝑝𝑢𝑡𝑛𝑜𝑑𝑒𝑠 ∗ 𝑜𝑢𝑡𝑝𝑢𝑡𝑛𝑜𝑑𝑒𝑠] (2) 

 

In the feed-forward phase, the system is trained using the information from the reduced fuzzified matrix. The net input is 

calculated by adding up the weighted inputs and including a bias. This process can be represented numerically in Equation 

3 where 𝑛 represents the hidden layer neurons. 

𝑈𝑛 = 𝐵𝑛 +  ∑ 𝑊𝑖,𝑗 ∗ 𝑋𝑖,𝑗

𝑟

𝑗=1

 
(3) 

In this case, 𝐵𝑛 is the bias for the nth neuron, 𝑋𝑖 represents the input pattern from the reduced fuzzified matrix (which includes 

values like 𝑥𝑖,1, 𝑥𝑖,2, … , 𝑥𝑖,𝑟), and 𝑊𝑖 refers to the connection weights for the 𝑛𝑡ℎ neuron (such as 𝑤𝑖,1, 𝑤𝑖,2, … , 𝑤𝑖,𝑟). 𝑈𝑛 

represents the network input. Similarly, the total input for each layer is calculated, and a sigmoid activation function is 

employed to calculate the result produced between various layers. The final output from the output layer is determined by 

using the sigmoid activation function, which is given in Equation (4), where 𝜑 is the sigmoid function and 𝑂𝑛 represents the 
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neuron output. 

𝑂𝑛 =  𝜑 (𝑈𝑛) =  
1

1 + 𝑒−𝑈𝑛
  

(4) 

In the back-propagation step, the error is calculated by taking away the actual findings from the target (expected) result. This 

error is represented mathematically in Eq. (5). 

𝐸𝑟𝑟𝑜𝑟 (𝑖) = 𝑇𝑎𝑟𝑔𝑒𝑡𝑜𝑢𝑡𝑝𝑢𝑡  (𝑖) − 𝑎𝑐𝑡𝑢𝑎𝑙𝑜𝑢𝑡𝑝𝑢𝑡  (𝑖)  (5) 

In this case, 𝑖 =  1, 2, . . . , 𝑚 are the data points in the dataset. The RMSE is calculated using a specific formula and shows 

how far off the system’s predictions are from the actual values, on average. The smaller the RMSE, the better the model’s 

predictions match the true values. 

𝑅𝑀𝑆𝐸 =  √𝑒𝑟𝑟𝑜𝑟 (𝑖)2  (6) 

In a similar way, errors are calculated, and the weights and biases are updated during the learning procedure. The weights 

between the different layers are adjusted by calculating the necessary changes to reduce the overall error in the network. This 

is represented in Eq. (7), where 𝛼 (alpha) is the learning rate, which falls within the range of [0, 1]. The learning rate regulates 

how much the weights are adjusted with each update. 

∆𝑤𝑒𝑖𝑔ℎ𝑡 =  − 𝛼 ∗  
𝜕𝑒𝑟𝑟𝑜𝑟

𝜕𝑜𝑢𝑡𝑝𝑢𝑡
∗  

𝜕𝑜𝑢𝑡𝑝𝑢𝑡

𝜕𝑛𝑒𝑡
∗  

𝜕𝑛𝑒𝑡

𝜕𝑤𝑒𝑖𝑔ℎ𝑡
 

(7) 

The updated bias and weights of the system can be calculated using the formulas in Eq. (8) and Eq. (9). These equations help 

adjust the weights and bias after each learning step to reduce the error and improve the system’s performance. 

𝑁𝑒𝑤𝑤𝑒𝑖𝑔ℎ𝑡 = 𝑜𝑙𝑑𝑤𝑒𝑖𝑔ℎ𝑡 +  ∆𝑤𝑒𝑖𝑔ℎ𝑡 (7) 

𝑁𝑒𝑤𝑏𝑖𝑎𝑠 = 𝑜𝑙𝑑𝑏𝑖𝑎𝑠 +  ∆𝑏𝑖𝑎𝑠 (8) 

 

This procedure is frequently executed to reduce the RMSE of the system, or until a stopping condition is met. In the same 

way, any dataset can be used to build a model for disease prediction. Algorithm 1 shows the models weighted fuzzification 

approach. 

Algorithm 1 

Input: thyroid dataset 𝑡𝑘 = {𝑖𝑡𝑒𝑚1, … , 𝑖𝑡𝑒𝑚𝑚}   //kaggle dataset, labels, intervals, variables, default intervals 

Output: Fuzzy data analysis 

//Initialize 

1. Feature = thyroid_dataset. Namefeatures () 

2. Variable (features) 

3. Analyse chunk data; 

4. 𝑖 = 0; 

5. do 

6. if variables exist in provided list 

7. if feature [𝑖]  ∈ 𝑖𝑛𝑡𝑒𝑟𝑣𝑎𝑙𝑠 then 

8.         Interval = Intervals [𝑓𝑒𝑎𝑡𝑢𝑟𝑒 [𝑖][0]] 

9.          Labels = Intervals [𝑓𝑒𝑎𝑡𝑢𝑟𝑒 [𝑖][1]] 

10.    else 

11.        Interval = ProduceIntervals (defaultintervals, data [feature [i]]) 

12.        Labels = ProduceIntervals (defaultintervals) 

13. endif 

14.    for 𝑗 = 0, 𝑗 < 𝑙𝑎𝑏𝑒𝑙𝑠; 𝑗 + + do 
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15.    Fuzzydata[labels] = fuzzification (Interval[j], Interval[j+1], type) 

16.    type = linear, logarithmic and exponential; 

17. 𝑖 + + 

18. end for 

19. while [𝑓𝑒𝑎𝑡𝑢𝑟𝑒]  >  𝑖;  

20. return fuzzified data 

 

4. RESULTS ANALYSIS 

The effectiveness and utility of various categorization algorithms for recognizing thyroid disorders have been assessed in 

this work using model development. A model's efficacy is evaluated with a confusion matrix and all pertinent measurements, 

such as the TP, TN, FP, FN, F1-score, accuracy, ROC-AUC score, precision, and recall.  

Confusion matrix: It represents one of the simplest ways to compute the accuracy and effectiveness of the framework. This 

matrix is a table with the 2D, "Actual class" and "Predicted class," in each dimension. The real thyroid disease categories are 

shown in rows and the anticipated ones are in columns. The dataset has two classes: Class 0 and Class 1.  

True Positives are examples where the data point's anticipated and actual classes are correct. 

True Negatives are instances in which both the target and actual classes of the data point are incorrect.  

False Positives are instances in which the expected class of a data point is True, but its real class is incorrect.  

False Negatives are situations in which the expected class of the data point is False while the actual class is correct.  

Accuracy: It is determined by dividing the cardiovascular disease forecasts / by the number of correct diagnoses. The efficacy 

of the four classification methods serves as the basis for the accuracy assessment. 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  
𝑇𝑃 + 𝑇𝑁

𝑇𝑃 + 𝐹𝑃 + 𝑇𝑁 + 𝐹𝑁
  

(9) 

Precision: It indicates the percentage of a positive class's predictions that are positive for cardiovascular disease. High 

precision means that repeated reading results are acquired or the measurements yield consistent results. Because of the 

inadequate precision, the measurement's value fluctuates. 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =  
𝑇𝑃

𝑇𝑃 + 𝐹𝑃
  

(10) 

Recall: The capacity of a test to identify a person with thyroid problems as positive is known as recall. Because there are 

fewer FN findings from a highly sensitive test, a smaller number of cardiovascular disease patients are overlooked, and the 

True Positive rate (TPR) is another name for it. 

𝑅𝑒𝑐𝑎𝑙𝑙 =  
𝑇𝑃

𝑇𝑃 + 𝐹𝑁
  

(11) 

Specificity: It is computed by dividing the entire amount of negative findings about cardiovascular disease by the total 

amount of accurate negative forecasts. Another name for it is True Negative Rate (TNR). 

𝑆𝑝𝑒𝑐𝑖𝑓𝑖𝑐𝑖𝑡𝑦 =  
𝑇𝑁

𝑇𝑁 + 𝐹𝑃
  

(12) 

F1-score: It is the harmonic mean of precision and recall. If the F1 score is more then it represents exceptional precision and 

recall of the suggested framework. 

𝐹1 − 𝑠𝑐𝑜𝑟𝑒 =  2 ∗
𝑅𝑒𝑐𝑎𝑙𝑙 ∗ 𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛

𝑅𝑒𝑐𝑎𝑙𝑙 + 𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛
  

(13) 

AUC-ROC: It is categorization efficiency metric. The AUC-ROC statistic provides information about the system's capability 

to distinguish between classes. The greater the AUC indicates the model is accurate. Plotting TPR against FPR at various 

thresholds allows for its mathematical production. 

4.1. Implementation analysis 

Several mining approaches are used in this work to predict thyroid. The efficacy of these methods has been evaluated, and 
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an analysis between them has been finished. Before going on to the part on performance assessment for different 

methodologies, the data is analyzed, and the findings are presented in the next section. Exploratory data analysis (EDA) is a 

technique for data analysis that employs fundamental charting applications to understand the information before going on to 

effective ML. It uses a variety of methodologies (mainly graphical), from statistics to linear algebra. EDA, or "a first glimpse 

at the data," is a critical step in evaluating the outcomes of an experiment. Enhancing features and generating accurate, 

suitably interpreted outcomes are utilized to understand and condense the dataset's information. 

4.2. Feature analysis 

The model shows the association between every feature and the desired value. The target and different traits have different 

connections. The heat-map of the relationship between numerical results is shown. There is a strong correlation between the 

two variables. Thus, either feature should be depreciated. However, based on the relationship with the target and all other 

metrics, feature_1 relates more with the target. Feature_2 has been eliminated from the original data set. There are frequently 

reported gender variations in the start and rate of thyroid in older adults. The impacted rates were 21.62 percent for women 

and 78.38 percent for men is shown. Men are more likely than women to have thyroid disease on average. Our dataset assigns 

every individual to a specific number of potential professions. The association between work and cardiovascular disease is 

weak. Genetic background likewise has minimal bearing on the incidence of thyroid. Lack of physical activity, or idleness, 

is the 4th most crucial risk factor for morbidity globally, accounting for 6% of all fatalities. Coronary illness is 67.57% higher 

in those without physical activity. The body's reaction to hazardous situations is stress. An important risk factor for thyroid 

is previous experience of discomfort. Here, 71 percent of those who had previously had thyroid had been identified as having 

disease. The research aims to determine the most effective method for classifying thyroid disorders. This section presents 

the top performers according to several performance metrics and summarizes all the research results. After the performance 

is determined, the best classification is found using a dataset that includes all 19 variables. Second, considering 14 

characteristics that correlate significantly with the desired value will yield the best predictor for disease. Lastly, this work 

has compared several performance metrics of different machine-learning methods for both datasets. 

4.3. Benchmarking features 

Nineteen features in the dataset can be used to predict thyroid disease. The efficacy of each unique AI technique in every 

feature dataset has been evaluated using a variety of assessment measures including F1 score, accuracy, ROC-AUC, 

precision, and recall value. Regarding the F1 score, accuracy, ROC-AUC, precision, and recall score, RF scores are better 

than the remaining models shown in Table 1 and Fig 3. RF achieves the highest accuracy of 89.9%, with precision, ROC-

AUC, recall, and F1-score scores of 84%, 88%, 100%, and 91%, respectively. As a result, it has been determined that for the 

entire set of 19 attributes, RF outperforms the six methods used for classification. 75%, 77.5%, 75%, 75%, and 75% accuracy, 

precision, recall, F1-score, and ROC-AUC scores, respectively, have all been attained with KNN. With 87.50%, 63.64%, 

73.68%, 76.26% of precision, recall, F1-score, and ROC-AUC score, NB has 75 percent accuracy rate. Although NBs is 

more precise than K-NN, K-NN and NB perform well. Compared to KNN, Naïve Bayes has a lesser recall rate and F1 score; 

nevertheless, the ROC-AUC value is more important. The accuracy of LR is 70%. SVM provides 70 percent accuracy and 

72 percent F1-score. Decision trees offer an accuracy of 70 percent and an average of 75% of the F1-score. As a result, DT 

and LR adopt similar positions on race. However, MLP fails to perform well in comparison to other approaches. Thus, it can 

be concluded that RF is the most effective classification technique for the whole dataset and that multilayer perceptron (MLP) 

is less successful than other algorithms. The proposed weighted model gives promising outcomes. Fig 3 shows the 

performance study of AI approaches using every attribute in a graphical format. 

4.4. Feature selection  

After minimizing the set of features to 14, this study assessed performance metrics for every AI technique. The examination 

of algorithms in the test dataset using specific characteristics is shown in Table 8 and Fig. 10. 75 percent accuracy, 75 percent 

precision, 81.83 percent recall, 78.27 percent F1-score, and 74.25 percent ROC-AUC score are all displayed by LR. 70 

percent accuracy, 77.78 percent precision, 63.65 percent recall, 70 percent F1-score, and 70.72 percent ROC-AUC score are 

all attained via Naïve Bayes. When compared to LR, KNN scores effectively. MLP has the least recall (63.64%) and F1 

score (70%) of all the methods. K-NN's accuracy, recall, precision ROC-AUC, and F1-score are 85% for all metrics. 

Accuracy, F1-score, precision, recall, and ROC-AUC score are 90%, 90.92%, 100%, 90.92%, and 89.90%, respectively, all 

maximum for RF. Both SVM and decision trees have attained 80 percent accuracy. In this case, SVM and Decision Tree 

perform approximately equal, with DT slightly outperforming SVM. The accuracy rate of LR is 70 percent, the precision is 

66.68 percent, the recall is 76.93 percent, and the ROC-AUC score is 67.69 percent, with a 76.93 percent F1-score. MLP has 

the least F1-score (67.68%) and precision (66.67%) compared to other methods. As a result, multilayer perceptron is not as 

effective as other classifiers, and RF is the most suitable classification method for the dataset we chose. The proposed 

weighted fuzzy model gives 95% accuracy, 96% precision, recall of 96.5%, F1-score of 96% and ROC of 99% respectively 

for all features. The proposed weighted fuzzy model gives 97% accuracy, 97.5% precision, recall of 98%, F1-score of 98.2% 

and ROC of 99.9% respectively for chosen features. Fig 4 shows the efficiency assessment of all strategies for selecting 

attributes in a graphical format.  
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Table 1. Algorithm evaluation with all thyroid features 

Algorithms Accuracy (%) Precision (%) Recall (%) F1-score (%) ROC (%) 

LR 70 69 81 75 68 

NB 75 87 64 73 76 

k-NN 76 75 75 76 75 

SVM 71 72 72 72 69 

DT 72 70 76 76 68 

RF 89 85 91 91 88 

MLP 90 60 69 65 57 

Proposed 

Weighted 

Fuzzy 

 

95 

 

96 

 

96.5 

 

96 

 

99 

 

Table 2. Algorithm evaluation with selected thyroid features 

Algorithms Accuracy (%) Precision (%) Recall (%) F1-score 

(%) 

ROC (%) 

LR 75 75 81 78 74 

NB 70 77 63 70 70 

k-NN 85 85 85 85 85 

SVM 80 76 83 83 78 

DT 82 81 81 81 79 

RF 90 90 92 90 89 

MLP 70 66 76 76 67 

Proposed 

Weighted 

Fuzzy 

 

97 

 

97.5 

 

98 

 

98.2 

 

99.9 

 

Table 3. Misclassification rate comparison 

Algorithms Misclassification rate 

LR 0.123 

NB 0.05 

k-NN 0.04 

SVM 0.08 

DT 0.11 
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RF 0.018 

MLP 0.005 

Proposed Weighted Fuzzy 0.03 

 

 

Fig 3. Algorithm evaluation with all thyroid features 
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Fig 4. Algorithm evaluation with selected thyroid features 

 

 

Fig 5. ROC (sensitivity vs. specificity) 
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Fig 6. Misclassification rate comparison 

4.5. Comparative analysis 

There are notable differences between the chosen dataset and the efficiency measures from the findings of the entire dataset. 

The precision of KNN, MLP, DT, SVM, and LR has increased for the selected dataset. But just as accuracy decreases with 

Naïve Bayes, so does precision. KNN, SVM, DT, and multilayer perceptron have all improved recall values. However, none 

of the algorithms' recalls decreased this time. For MLP, DT, K-NN, LR, SVM, and the F1-scores have risen. NB’s F1 score 

has declined. The ROC-AUC score has gone up for every algorithm except Naive Bayes. Thus, based on the data above, it 

can be said that RF works well for both datasets. NB performs worse in every sector with every feature. By increasing the 

dataset, NBs' efficiency can be enhanced. MLP also performs better than the all-attributes dataset. Fig 5 and Fig 6 clarifies 

that the dataset of chosen attributes performs better than the database of all variables. 

5. CONCLUSION 

A thorough analysis of patient features for the prediction of thyroid has been made possible by this research. A weighted 

fuzzy model was used to choose the most essential characteristics. It has been found that only 14 features are highly 

correlated. Lastly, 7 AI techniques (LR, Naïve Bayes, KNN, SVM, DT, RF, and MLP) are compared using the dataset with 

all characteristics and selected features. Compared to other AI methods, RF has a superior efficiency rate with a 90 percent 

accuracy rate using chosen features, 90.91 percent precision, hundred percent recall, 90.92 percent F1-score, and 89.91 

percent ROC-AUC score except NBs, the dataset of chosen features scores better than the dataset of all features. The NB 

prediction accuracy has significantly declined due to the absence of further datasets and selective feature sets. The majority 

of the dataset's characteristics are closely related to others. By methodically examining the effectiveness of the many 

elements, the clinicians will be assisted in effectively collecting the documents. Instead of documenting and maintaining all 

the variables, the data executives can preserve the essential features for forecasting cardiovascular disease. We intend to 

publicly validate our proposed technique as an element of our subsequent work 
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