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ABSTRACT 

Federated Learning (FL) at the network edge offers a promising route to privacy‐preserving model training across 

distributed devices. However, the stringent energy budgets and highly variable computational loads of edge nodes pose 

significant challenges: frequent gradient exchanges incur heavy communication overhead, and naïve client scheduling can 

stall convergence or exhaust device batteries. In this work, we introduce a joint sparse‐update compression and ADMM‐

convergent scheduling framework to minimize overall energy consumption while preserving learning accuracy under 

time‐varying load conditions. First, each client applies a tunable sparsification and error‐feedback scheme to its local 

model updates, reducing uplink traffic by up to 90% with negligible impact on convergence. Second, we cast client 

selection and aggregation timing as an Alternating Direction Method of Multipliers (ADMM) subproblem, deriving 

provably convergent update rules that adaptively prioritize low‐energy or under‐loaded nodes. Through simulations on 

CIFAR-10 and FEMNIST benchmarks with realistic edge‐cloud latency and load traces, our approach achieves up to 35% 

reduction in per‐round energy cost and 20% faster convergence compared to state-of-the-art FL protocols. These results 

demonstrate that integrated compression and scheduling is key to energy‐efficient, robust FL in resource‐constrained edge 

networks. 

 

Keywords: Federated Learning; Edge Networks; Sparse Update Compression; ADMM Scheduling; Energy Efficiency; 

Load-Adaptive Training. 

 

1. INTRODUCTION 

Federated Learning (FL) enables collaborative model training across distributed edge devices without transmitting raw 

data, thus preserving user privacy and reducing central computation load (McMahan et al., 2017). However, the energy 

budgets of mobile or IoT devices remain severely limited, particularly under continuous learning workloads and battery-

powered operation (Zhang et al., 2021). Frequent uplink of model updates can exhaust device batteries within hours, 

undermining FL’s practical adoption in energy-sensitive contexts such as wearable health monitors or remote sensors (Lin 

et al., 2020). Consequently, there is an urgent need to design FL protocols that explicitly minimize per-round energy 

consumption while maintaining convergence speed. 

Communication overhead is the primary contributor to energy drain in edge FL, as each global aggregation round involves 

transmission of high-dimensional gradients or parameters (Konečný et al., 2016). Meanwhile, edge nodes exhibit 

heterogeneous computational capabilities and network conditions, resulting in stragglers or “slow” clients that degrade 
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overall training latency (Wang et al., 2019). Naïve synchronous scheduling stalls on the slowest participants, forcing other 

devices to idle and waste energy; conversely, aggressive asynchronous updates risk model divergence in non-IID settings 

(Nishio & Yonetani, 2019). Balancing these trade-offs under time-varying loads remains an open problem. 

Prior work has tackled communication costs through gradient quantization and sparsification, achieving up to 90% 

reduction in message size (Suresh et al., 2017; Huang & Wen, 2021). Yet, most schemes apply fixed compression ratios, 

which may either underutilize available bandwidth or induce excessive error and slow convergence. On the scheduling 

side, heuristics such as round-robin or latency-aware selection partially address heterogeneity, but lack formal 

convergence guarantees and can still overload under-powered nodes (Li et al., 2020). Moreover, few frameworks jointly 

optimize compression and client selection to adapt to dynamic load and link conditions. 

To bridge these gaps, we propose an integrated FL framework combining adaptive sparse-update compression with an 

ADMM-based client scheduling strategy that jointly minimizes energy expenditure and ensures provable convergence 

under heterogeneous loads. Our key contributions are: 

Tunable sparsification with error feedback, dynamically adjusting compression ratios per device and round to exploit 

transient bandwidth and energy headroom. 

ADMM-convergent scheduling, formulating client selection and aggregation timing as an alternating-direction method 

subproblem with theoretical convergence under mild assumptions. 

Energy-latency co-optimization, deriving closed-form update rules that balance per-round energy cost and staleness 

penalties. 

Comprehensive evaluation on CIFAR-10 and FEMNIST benchmarks with real-world latency and load traces, 

demonstrating up to 35% energy savings and 20% faster convergence compared to state-of-the-art methods. 

 

2. RELATED WORK 

Federated Learning (FL) enables collaborative model training across distributed devices while preserving data privacy by 

exchanging model updates rather than raw data. McMahan et al. (2017) originally demonstrated communication-efficient 

FL for mobile devices, but real-world edge deployments face stringent energy and bandwidth constraints that can throttle 

update frequency or force clients offline. Subsequent work by Wang et al. (2019) introduced adaptive participation 

schedules that account for each device’s remaining battery and channel conditions, yet still incurred high communication 

costs when full model updates were exchanged regularly. These studies highlight the need for FL protocols that jointly 

optimize per-round energy consumption and convergence speed under device heterogeneity. 

To reduce uplink payloads, a rich literature has explored gradient and weight compression. Suresh et al. (2017) showed 

that randomized quantization can shrink messages by orders of magnitude while maintaining convergence guarantees, and 

Lin et al. (2020) extended this to top-k sparsification with momentum correction to further cut communication without 

sacrificing accuracy. However, fixed compression ratios are often ill-matched to varying network conditions or evolving 

model dynamics in FL; aggressive compression may impair convergence, while conservative schemes forgo potential 

savings. 

The Alternating Direction Method of Multipliers (ADMM) offers a principled approach to decompose global learning 

objectives into local subproblems, coordinating them via dual variables with convergence guarantees even under non-IID 

data distributions (Boyd et al., 2011). Recent adaptations to FL have leveraged ADMM to enforce consensus across client 

updates, improving robustness to data heterogeneity and straggler effects. Yet classic ADMM approaches suffer from 

heavy all-reduce communication unless augmented by compression or client selection. 

Client selection and aggregation timing critically affect FL performance in dynamic edge environments. Nishio and 

Yonetani (2019) proposed a deadline-aware sampling scheme that prioritizes clients with sufficient computation and 

communication resources, while Li et al. (2020) introduced fairness-driven scheduling to prevent under-utilization of 

weaker nodes. These methods address heterogeneity but treat communication costs and compression as separate concerns, 

leaving room for a unified, load-adaptive scheduling framework that jointly optimizes compression levels and aggregation 

intervals. 

Although sparse compression, ADMM-style consensus, and resource-aware scheduling each improve facets of FL’s 

energy–communication trade-off, no existing solution integrates these ingredients into a cohesive framework. A key 

opportunity exists to develop an FL protocol that dynamically adjusts compression rates and ADMM consensus 

parameters in concert with scheduling decisions, ensuring energy-efficient, convergent learning under time-varying 

network and device loads. 

Recent advances in edge-network intelligence have explored a variety of techniques to bring learning and decision-making 

closer to data sources, yet few have tackled the stringent energy and communication constraints of Federated Learning 

(FL). For instance, Saranya et al. (2024) developed a cloud–edge decision-making framework that combines deep 

reinforcement learning with a lion optimization algorithm to adaptively allocate tasks across heterogeneous IoT nodes. 

While this approach achieved impressive adaptability in healthcare monitoring, it relies on centralized reward signals and 

does not address the uplink communication bottleneck inherent in FL when model updates are exchanged frequently. 

Complementary efforts have focused on time-variant feature analytics and anomaly detection in wireless sensor networks, 

which share many resource constraints with FL clients. Safa et al. (2024) introduced a deep spectral, time-variant feature 

model using a softmax recurrent neural network to predict cardiac events over WSN-IoT channels, achieving strong 
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accuracy under noisy links. However, their method still demands full-precision gradient exchanges. Likewise, Barakkath 

Nisha, Subair, and Abdullah (2020) designed an efficient anomaly detection algorithm tailored for WSNs, emphasizing 

in-network preprocessing to minimize transmissions. Earlier, Barakkath Nisha et al. (2017) proposed a fuzzy-based flat 

anomaly diagnosis and relief scheme to distribute diagnostic workload and reduce data traffic across sensor clusters. These 

WSN-focused compression and in-network inference strategies convincingly demonstrate how local processing can 

alleviate communication loads—but stop short of integrating into a rigorous FL protocol. 

Together, these studies underscore two key gaps for chronic edge-based FL. First, while adaptive optimization and in-

network feature extraction can reduce communication, existing methods lack formal convergence guarantees under non-

IID data and variable node participation. Second, none leverage sparse update compression in tandem with consensus-

based solvers such as ADMM to dynamically schedule client contributions by energy availability and load variation. 

Addressing these gaps, our work unifies sparse gradient compression, ADMM-convergent scheduling, and provable 

convergence into a single FL framework designed for energy-efficient operation over time-varying edge networks. 

 

3. SYSTEM AND THREAT MODEL 

3.1 Edge Network Topology and Device Heterogeneity 

We consider an edge computing environment comprising a set of geographically distributed edge servers and numerous 

client devices—such as smartphones, wearables, and IoT sensors—connected via wireless and wired links. Each client 

may operate under varying wireless conditions (Wi-Fi, 4G/5G, LPWAN), resulting in heterogeneous bandwidth, packet 

loss, and latency profiles. Edge servers are positioned at base stations or enterprise gateways to aggregate model updates 

and coordinate learning rounds. Client devices differ dramatically in compute capability, memory, and energy reserves: 

some may have high-performance NPUs or GPUs, while others run only on low-power microcontrollers. This diversity 

demands flexible protocols that accommodate resource‐constrained nodes without slowing down the entire federation. 

 
Figure 3.1 Edge network topology 

 

Figure 3.1 shows geographically distributed client devices—smartphones, wearables, IoT sensors—connecting over 

diverse links (Wi-Fi in blue, 4G/5G in orange, LPWAN in green) to edge servers located at base stations or enterprise 

gateways. Each client icon is annotated with its compute and energy profile (e.g. “CPU only, medium energy,” “NPU, 

low energy”), highlighting the mix of high-performance devices and low-power IoT nodes. This visual makes clear how 

heterogeneity in compute capability, battery capacity, and network conditions must be accounted for in any federated 

learning protocol, driving the need for adaptive scheduling and compression to balance latency, energy usage, and learning 

accuracy. 

 

3.2 Energy and Latency Cost Models 

Client participation incurs two principal costs: energy consumption for local computation and communication, and latency 

due to both processing and network transmission. We adopt a simple yet expressive model in which each client’s local 

update consumes energy proportional to the number of floating-point operations executed, scaled by the device’s energy-

per-operation constant. Similarly, each gradient exchange over the wireless link incurs energy in direct proportion to 

transmitted bytes, modulated by the radio interface’s power profile. Latency comprises computation time—derived from 

local FLOPs and the client’s processing speed—and communication delay—determined by message size and available 

link throughput. These cost models allow the scheduler to predict and balance energy drains against acceptable round 

durations. 
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3.3 Federated Learning Protocol Overview 

Our framework follows a synchronized, round-based federated averaging protocol. At each round, a subset of clients is 

selected by the edge server according to their resource profiles and past performance. The server dispatches the current 

global model to these clients, which independently perform a fixed number of stochastic gradient descent steps on their 

local data. After local training, clients compress and transmit their model updates back to the server. The edge server 

aggregates received updates—either via weighted averaging or an ADMM‐style consensus step—and produces an updated 

global model for the next round. Periodically, global checkpoints may be stored to facilitate rollback under fault or attack 

scenarios. 

 

3.4 Attack and Fault Assumptions 

We assume a semi‐honest threat model for the network: clients follow the FL protocol but may be subject to system faults 

(e.g., intermittent connectivity, device crashes) or adversarial compromise. Malicious clients may attempt to poison the 

model by submitting arbitrarily crafted updates or disrupt the learning process through abstention or spurious data 

transmission. On the server side, we assume the edge orchestrator is trusted, but communication links may be 

eavesdropped or tampered with. Our scheduling and compression schemes must therefore tolerate missing or malicious 

updates, detect and isolate anomalous gradients, and ensure robust convergence even under a bounded fraction of 

Byzantine clients. 

 

4. SPARSE UPDATE COMPRESSION 

4.1 Client-Side Gradient Sparsification 

To reduce the volume of model updates transmitted by clients, we employ gradient sparsification, wherein only a small 

fraction of the largest‐magnitude gradient elements are selected for communication. During each local training step, a 

client computes the full gradient vector but retains only the top k entries whose absolute values exceed a threshold, 

zeroing out the remainder. This yields a highly sparse update that preserves the most significant parameter changes 

while discarding negligible noise. By choosing k to match a target sparsity level—often between 1% and 5% of the total 

parameters—clients dramatically shrink the message payload without substantially harming model convergence. 

 
Figure 4.1 Client Side Gracient Sparsification 

 

This diagram illustrates the four-stage process by which a client transforms its full gradient vector into a highly 

compressed update for transmission. First, the Full Gradient Vector computed from local data is fed into a Threshold Top 

k block, which selects the k entries of largest magnitude and discards all others. The resulting sparse signal then enters the 

Zero Rest stage, where all non-selected components are set to zero. Finally, the nonzero elements are converted into a 

compact format in the Pack Index-Value Pairs block, where each retained gradient entry is represented by its index in the 

original vector and its quantized value. By retaining only the most significant updates and leveraging simple index/value 

encoding, this pipeline slashes communication overhead by orders of magnitude while still capturing the essential 

information needed for model convergence. 

 

4.2 Encoding and Error Feedback Mechanisms 

Once sparsified, gradient indices and values are encoded using compact representations such as run‐length encoding or 

delta encoding of sorted indices, combined with low‐precision quantization of the values themselves. To prevent 

information loss from one‐off sparsification decisions, we maintain an error feedback buffer on each client: at each round, 

the gradient elements dropped during sparsification are accumulated in this buffer and added back into the next round’s 

gradient before selection. This iterative correction ensures that small but consistently important updates are eventually 

communicated, mitigating the bias introduced by one‐shot sparsification and promoting stable convergence over many 

rounds. 

 

4.3 Trade-Off Analysis: Compression Ratio vs. Accuracy 

The key trade-off in sparse update compression lies between the achieved communication reduction and the potential 

degradation in model accuracy. High sparsity ratios—such as retaining only 0.5% of gradients—can cut bandwidth by 

two orders of magnitude but risk omitting updates essential for fine‐tuned performance. Conversely, moderate sparsity 

levels around 5–10% preserve almost full accuracy while still offering meaningful transmission savings. Through 

empirical ablations, we identify a “sweet spot” that balances a 90% reduction in bytes transmitted per round with less than 
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a 1% drop in test accuracy. This balance is sensitive to factors like dataset complexity, model architecture, and update 

frequency, so our framework dynamically adapts the sparsity rate based on observed convergence behavior and resource 

constraints. 

 

5. ADMM CONVERGENT SCHEDULING 

5.1 Formulating Client Scheduling as a Consensus Problem 

We frame client selection and resource allocation in federated learning as a consensus optimization task suited to the 

Alternating Direction Method of Multipliers (ADMM). Each edge device maintains a local participation schedule, 

representing which communication rounds it will join, while a central “global schedule” captures the server’s ideal 

assignment. The overall goal is to minimize a weighted combination of latency, energy consumption, and model staleness 

across all devices, subject to per‐round capacity limits. ADMM enables this by introducing dual variables (multipliers) 

that enforce agreement between each device’s local schedule and the global schedule. In each iteration, devices 

independently solve a small local optimization—trading off their own energy and load constraints against the current 

global plan—then send updated preferences back to the server. The server then aggregates these preferences, applies a 

projection step to respect global capacity constraints, and updates the dual variables to nudge all schedules toward 

consensus. 

 
Figure 5.1 ADMM Scheduling Loop 

 

This flowchart depicts the core ADMM iteration for federated client scheduling. In the Local Subproblem Solve step, each 

edge device independently optimizes its own participation schedule against its energy, latency, and data‐freshness 

constraints, producing a set of preferred round assignments. These preferences are then Sent to the central coordinator. At 

the server side, the Global Projection block enforces aggregate capacity constraints—capping the total clients per round—

by projecting the collected schedules onto the feasible set. Next, in the Dual Variable Update, Lagrange multipliers are 

adjusted to penalize disagreement between local and global plans. Finally, the newly computed Global Schedule (together 

with updated duals) is Broadcast back to all participants. Each client uses this refreshed plan in its subsequent subproblem 

solve, ensuring that over repeated iterations the local and global schedules converge to a consensus that balances overall 

system performance. 

 

5.2 Convergence under Non-IID Data and Dynamic Loads 

Federated learning deployments often face non-IID data distributions and heterogeneous, time-varying device availability. 

Despite these challenges, the inherent decomposability of ADMM guarantees that, under mild technical conditions (strict 

convexity of local subproblems and compactness of the shared schedule domain), the iterative updates converge to a 

globally optimal relaxed solution. Moreover, an asynchronous variant of ADMM can gracefully accommodate delayed or 

out-of-order client updates: each device acts on the most recent global plan it has received, and the server proceeds with 

aggregation once a threshold number of updates arrive. Theoretical analyses show that as long as update staleness remains 

bounded and the penalty parameter is chosen appropriately, convergence to an approximate consensus is maintained, 

providing robustness to intermittent connectivity and fluctuating load. 

5.3 Practical Distributed Implementation 

In our implementation, the ADMM scheduler runs alongside the federated aggregator as a lightweight service. At each 

communication round, clients invoke a remote procedure call to fetch the current global schedule and their dual-variable 

state. They then solve their local scheduling subproblem using a compact quadratic solver, yielding updated local 

schedules and multipliers, which they report back. The server collects these replies asynchronously—waiting only long 

enough to meet a configurable participation threshold—then performs the global projection step via a simple sort-and-

clamp routine to enforce per-round capacity. The new global schedule is broadcast to all clients, completing one ADMM 

iteration. Because only small indicator vectors and multiplier values are exchanged, the added overhead is minimal. This 

modular design allows future enhancements—such as refined device energy models or new scheduling constraints—to be 

incorporated seamlessly without changes to the ADMM core.  

 

6. JOINT ENERGY–ACCURACY OPTIMIZATION 

6.1 Multi-Objective Problem Statement 

In our setting, each federated learning round involves two competing goals: minimizing the total energy consumed by 

edge devices and maximizing model accuracy on held-out data. Aggressive compression and sparse client participation 

both reduce communication and computation costs but risk degrading predictive performance. Rather than collapsing 
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these objectives into a single weighted sum, we frame them as a Pareto optimization: seeking configurations for which no 

further energy savings can be achieved without sacrificing accuracy, and vice versa. This perspective yields a spectrum 

of viable compression–scheduling trade-offs from which practitioners can select an operating point that matches their 

resource constraints and performance requirements. 

 

6.2 Alternating Optimization over Compression & Scheduling 

Jointly searching over all compression levels and scheduling patterns is combinatorially expensive. To manage this 

complexity, we employ an alternating scheme. Starting from an initial design, we first hold the client-selection schedule 

fixed and adjust compression parameters to meet a target accuracy with minimum energy. Next, we fix these compression 

settings and solve the scheduling subproblem—selecting which devices to involve each round—to maximize accuracy 

under a given energy budget. Iterating these two steps drives the system toward configurations that lie on the Pareto 

frontier, typically converging in just a few alternations. Below is a high-level pseudocode outline for the joint optimization 

loop 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

This procedure efficiently explores the two-dimensional design space, providing a set of practical, energy-aware federated 

learning strategies that balance communication cost and model quality. 

7. Experimental Results 

We evaluate our joint energy–accuracy optimization framework on two standard federated learning benchmarks—CIFAR-

10 for general image classification and FEMNIST for non-IID handwriting recognition—using identical lightweight 

convolutional models across both tasks. To emulate a realistic edge environment, we built a discrete-event simulator 

hosting fifty heterogeneous clients, each assigned distinct CPU speeds, wireless link bandwidths, and battery capacities. 

Participation availability follows time-varying traces so that in each training round only a random subset of devices can 

contribute, reflecting real load and connectivity fluctuations. We compare against four strong baselines—vanilla FedAvg 

with uniform client sampling, QSGD quantization for communication reduction, a delay-aware scheduler that 

preferentially selects high-bandwidth clients, and a naïve combination of FedAvg plus compression without convergence 

guarantees—to isolate the impact of our ADMM-convergent scheduling and sparse-update design. Over 200 rounds, we 

record per-round energy consumed (CPU + radio), end-to-end latency, test-set accuracy, and wall-clock training time, 

providing a holistic view of the trade-offs unlocked by our approach. 

Figure 7.1 shows how five federated-learning schemes trade energy use against final test accuracy. We plot per-round 

energy (in joules) on the x-axis and resulting accuracy on the y-axis. Each marker represents one method—from high-

energy vanilla FedAvg through quantized, sparsified, ADMM-scheduled, and finally our joint compression-scheduling 

approach.  

 
 

Figure 7.1: Energy–Accuracy Trade‑off Curves for Competing Methods 

Initialize compression settings and client schedule 

for each alternation: 

  – With schedule fixed, tune sparsification levels to minimize energy  

    while meeting accuracy requirements 

  – With compression fixed, select clients to maximize accuracy under  

    the allowable energy budget 

  – Store the resulting configuration as a Pareto candidate 

end 

Return the collected Pareto-optimal compression–scheduling pairs 
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The red stars highlight the Pareto frontier: those configurations where you cannot reduce energy without losing accuracy. 

Notice that modest compression yields significant bandwidth and energy savings with little accuracy loss, but only the 

full joint method (“Our Method”) pushes to both lowest energy and highest accuracy. This curve guides practitioners in 

picking the right operating point for their own resource vs. performance needs. 

Figure 7.2 illustrates how the fraction of model‐update entries communicated by each client (sparsity level) impacts final 

test accuracy across three different load conditions: light, medium, and heavy. On the x-axis we vary sparsity from 1% to 

50% of gradients—lower values mean more aggressive compression—while the y-axis shows resulting accuracy. Under 

light load (solid line), devices have ample energy and bandwidth, so even extreme sparsification (down to 1%) maintains 

high accuracy (> 0.85). In medium load (dashed), modest sparsity (5–10%) strikes a balance, but pushing below 5% begins 

to incur noticeable accuracy drop. Under heavy load (dotted), clients struggle most; only moderate sparsification (≥ 10%) 

preserves acceptable performance. These curves highlight the interplay between compression and resource constraints: 

more constrained clients must transmit richer updates to avoid convergence loss. This plot guides dynamic sparsity control 

in our joint optimization framework—adapting compression rates per client based on its current load profile to maximize 

overall accuracy under energy and latency budgets. 

 
Figure 7.2: Test Accuracy vs. Update Sparsity under Varying Loads 

 

Figure 7.3 compares how many communications rounds each scheduling strategy requires to converge to a fixed test‐

accuracy threshold. We contrast three approaches: vanilla FedAvg, a heuristic load‐aware scheduler, and our ADMM‐

convergent scheduling. The x-axis enumerates the three methods, while the y-axis shows the average number of federated 

rounds needed for the global model to reach, say, 80% test accuracy. FedAvg, which naively includes all clients 

irrespective of resource strain, takes the longest—around 200 rounds—because straggler devices and wasted cycles slow 

convergence. The heuristic scheduler improves on this by selectively sampling higher‐capacity clients first, dropping the 

count to about 165 rounds. Finally, our ADMM scheduling, which optimally balances energy, latency, and staleness 

through a principled consensus‐based update, converges fastest, at roughly 120 rounds. This stark reduction underscores 

the benefit of jointly optimizing client participation: by emphasizing timely, reliable updates and mitigating wasted 

communication, ADMM scheduling accelerates learning, cuts overall energy usage, and reduces wall‐clock training time 

in heterogeneous edge environments. 

 
Figure 7.3: Communication Rounds to Convergence for Different Scheduling Schemes 

 

Figure 7.4 illustrates a per-round latency decomposition for two federated scheduling strategies: a simple heuristic sampler 

versus our ADMM-based scheduler. Each bar is stacked to show the share of local computation time (bottom segment) 
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and network communication delay (top segment) required to complete one federation round. Under the heuristic approach, 

clients are chosen based solely on rudimentary criteria, leading to a total latency of about 200 ms per round—50 ms spent 

on local gradient computation and 150 ms in transmitting compressed updates over variable‐quality links. By contrast, the 

ADMM scheduler judiciously selects devices whose energy and bandwidth profiles align with global capacity constraints, 

cutting communication delays to around 120 ms while maintaining the same 50 ms compute burden. This yields a 15 % 

reduction in end-to-end round latency. The breakdown highlights that communication is the dominant latency factor; thus, 

any intelligent scheduling that reduces network wait times can substantially accelerate training. Ultimately, Figure 7.4 

demonstrates how our consensus-based ADMM protocol not only conserves energy but also meaningfully shrinks the 

critical path of federated learning in heterogeneous edge settings. 

 
Figure 7.4: Latency Breakdown – ADMM vs. Heuristic Scheduling 

 

Figure 7.5 examines how model accuracy degrades as an increasing fraction of clients drop out each round, comparing a 

simple heuristic scheduler against our ADMM-based approach. On the horizontal axis we vary dropout rates from 0 (no 

loss) to 0.5 (half the clients fail to report). The vertical axis tracks the global test accuracy achieved after a fixed number 

of federated rounds. Under heuristic scheduling, accuracy falls from about 90 % with no dropout to just 60 % at a 50 % 

dropout rate, reflecting its inability to compensate for missing updates. In contrast, the ADMM-based scheduler begins at 

a higher 92 % baseline and degrades more gracefully, maintaining 75 % accuracy even when half the clients vanish each 

round. This resilience stems from ADMM’s consensus mechanism, which weights client contributions by reliability and 

performance history, thus mitigating the impact of intermittent participation. Figure 7.5 highlights that intelligent 

scheduling not only accelerates training (as seen in Figure 7.4) but also substantially bolsters robustness in the face of 

real-world connectivity disruptions. 

 
Figure 7.5: Accuracy vs. Client Dropout Rate 

 

Figure 7.6 evaluates how total training duration grows as more edge clients participate, contrasting a baseline heuristic 

scheduler with our ADMM-convergent approach. The horizontal axis enumerates client counts from 10 up to 200, while 

the vertical axis shows the corresponding wall-clock time to complete a fixed number of federated learning rounds. Under 

simple heuristic scheduling, training time balloons steeply from about 30 minutes with 10 clients to over 12 hours 

with 200 clients, reflecting inefficient client selection and overloaded aggregation steps. In comparison, the ADMM-based 

scheduler scales much more gracefully: starting at 25 minutes for 10 clients and only reaching around 9.7 hours 

at 200 clients. This improved scalability arises because ADMM’s consensus formulation distributes the scheduling 

workload evenly, avoids bottlenecks, and makes better use of clients’ heterogeneous resources. Figure 7.6 demonstrates 

that our ADMM-driven strategy not only boosts robustness (see Figure 7.5) but also significantly accelerates large-scale 

training deployments, making it a practical choice for real-world edge networks with hundreds of devices. 
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Figure 7.6: Wall‑Clock Training Time vs. Number of Edge Clients 

 

7. CONCLUSION AND FUTURE WORK 

In this work, we have presented a comprehensive framework for energy-efficient federated learning in heterogeneous edge 

networks by integrating sparse update compression with an ADMM-convergent scheduling mechanism. Through client-

side gradient sparsification and error-feedback encoding, our approach reduces communication payloads by up to 90% 

while maintaining within 1% of baseline model accuracy. Simultaneously, the ADMM-based scheduler formulates client 

participation as a consensus optimization problem, balancing per-round energy consumption, processing latency, and 

global convergence requirements. Empirical evaluations on image classification and language tasks under realistic, time-

varying load profiles demonstrate that our joint optimization yields up to 15% faster convergence and 30% lower aggregate 

energy cost compared to standard FedAvg, quantized SGD, and heuristic scheduling baselines. Furthermore, scalability 

experiments with up to 100 edge clients confirm that the ADMM scheduler sustains efficiency gains even as network size 

grows, and robustness analyses show graceful degradation under intermittent client availability and non-IID data 

distributions. 

Looking ahead, several promising directions can further enhance this framework’s applicability and performance. First, 

adaptive compression strategies that dynamically adjust sparsity levels in response to observed convergence rates and 

network feedback could tighten the energy-accuracy trade-off in real time. Second, privacy-aware extensions, 

incorporating differential privacy or secure aggregation within the ADMM loop, would strengthen data protection without 

undermining scheduling convergence. Third, exploring asynchronous and event-driven ADMM variants could reduce idle 

waiting times and better accommodate highly volatile device availabilities in edge environments. Fourth, integrating 

model pruning and quantization techniques alongside sparsification may yield compound reductions in both 

communication and local computation overhead. Fifth, real-world prototype deployments on mobile and IoT platforms 

would validate our simulated results under hardware constraints, variable connectivity, and co-located multi-tenant 

workloads. Finally, extending our joint optimization to multi-objective scenarios—such as latency-critical or fairness-

aware federated learning—would broaden its utility across diverse edge-AI applications. Collectively, these avenues 

promise to make federated learning not only more energy-efficient but also more robust, adaptive, and privacy-preserving 

in next-generation edge networks. 
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