
Journal of Neonatal Surgery 

ISSN(Online): 2226-0439 
Vol. 14, Issue 32s (2025) 
https://www.jneonatalsurg.com 

 

 

   
 

pg. 1486 

Journal of Neonatal Surgery | Year: 2025 | Volume: 14 | Issue: 32s 

 

Depression Detection System: A Systematic Review 

 

Jiger P. Acharya1, Dr. Milind S.Shah2 

1 Senior Lecturer Computer Dept., Government Polytechnic –Ahmadabad, Gujarat, India 

Email ID: jigeracharya@gmail.com  
2 Professor Electronics & Communication Dept., S.S.E.C-Bhavnagar, Gujarat, India 

Email ID: mssvgec@gmail.com  
 

00Cite this paper as: Jiger P. Acharya, Dr. Milind S.Shah, (2025) Depression Detection System: A Systematic Review. Journal 

of Neonatal Surgery, 14 (32s), 1486-1492. 

ABSTRACT 

Depression is mood disorders which result in severe disabling conditions affect person’s ability to cope with routine life 

challenges. It may occur when person remain more than two weeks in negative state of mind continuously. Depending on 

severity depression is classified as mild, moderate and severe. The World health organization (WHO) list depression as major 

cause of suffering and disability worldwide more than 350 million people are affected and predict to be leading cause in 

2020[1],[2]. Psychosocial and clinical treatments are available but persons have tendency to conceal it. Depression has 

observable behavioral symptoms related to affective and psychomotor domains which can be identified by human or 

machine. Classical approaches concerned to person’s behavioral analysis and family observations during clinical interviews 

which are effective if it can be explicitly defined and precisely assessed while automatic system perform the said task 

effectively and open a new era for health care domain. 

 

Keywords: Audio Video Emotion Challenge (AVEC), Visual features, Vocal features, Diagnostic and Statistical Manual of 

mental disorders (DSM), Deep Neural Network (DNN) etc. 

1. INTRODUCTION 

Depression is leading cause of disability globally in all age groups which severely affects the global health index. It is an 

ongoing problem which may resolve with proper care but may reoccur via various risk factors. The medical community does 

not fully understand the causes of depression but mostly known various risk factors like environmental factors, psychological, 

social factors, financial factors, drug addictions change in genetic features, brain's neurotransmitter levels, accidental events 

like head major head injury and many more. Early detection plays a crucial role as by positive counseling, various physical 

and mental exercises like meditation and proper medication may resolved depression else situations become worst up to 

suicidal tendency. Depression can be detected through various behavioral symptoms and during clinical interview by medical 

expert but the rate of the affected person reach at right time with right medical professional is very low so many researchers 

from physiological, pattern matching, computer vision have tried to detect depression features from behavior verbal and 

nonverbal channels with help of various of machine learning algorithms under Artificial Intelligence domain. Neural 

Network has shown shows great potential to resolve this burning issue of human health care domain to serve mankind. 

2. METHODS 

Human express their emotions through multiple channels which can be monitored for emotion analysis.[3],[4],[5].There are 

many approaches like Clinical, Visual, Verbal, Colour psychology, Self Response clinical inventory, EEG etc. to determine 

the mental health of a person as mentioned below. 

In clinical approach person is assessed critically by medical mental health expert of psychology based on response of one-

to-one interaction and real time observation by medical expert decision is made and psychological treatment and/or 

medication is applied [6]. Major problem with this approach is quantity of such assessment as person doesn’t accept such 

mental health issues and because of social stigma they have tendency to conceal such issues so approximately 10% actually 

affected get benefits of this approach. 

In Visual channel in computer vision, pattern matching and image community detect depression features from behavior 

visual channels. Wager et al. [7] suggested that depression can be judge by head, pose movement of person and tendency of 

social withdrawal [8], [9] which can be judge from manual and automatic analysis. Cohn et al. [9] prove that during  
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depression verbal and nonverbal channels are affected significantly which can be identified during external observations. 

In Audio based approach Ooi et al. [10] in 2013 present system which automatically measure audio parameters for prediction 

possibility of development of depression in near future which is very useful for identification of depression features in 

adolescents with use of a novel multichannel classification approach with classification accuracy of 73% in prospective 

screening and major work on verbal channel reported by [10] [11]. 

In Colour psychology-based approach reveals how various colours impact person’s mood and so behaviors. It enlightens 

colour impact on person’s emotional response based on age and cultural background etc. [12]. Major evidence in this 

emerging area is based on the feedback result of anecdotal, but domain expert has made a few important conclusions that 

how colour theory correlate with behaviors. In 2020 study that surveyed the emotional associations of 4598 persons from 30 

countries and conclude that people commonly associate certain colours with specific emotions as below: 

Table 1: Colour association with Emotion and Mood 

Colour Percentage Emotions Mood Category 

White 51% Sad negative 

White 43% Relief Positive 

Red 

 

68% Love Positive 

Blue 35% Relief Positive 

Green 

Y 

Yellow 

39% Contentment negative 

Yellow 

P 

52% Joy Positive 

Purple 25% Pleasant Positive 

Brown 36% disgust negative 

Orange 

Pink 

 

44% Joy Positive 

pink 50% Love Positive 

Self –Response Inventory (S.R.I): Quiz based approach in which person is required to respond quiz based on the best 

knowledge of truthfully based on response each question generate number and based on additive score mental health is 

decided. 

Hamilton Rating Scale for Depression (HRSD): popular as HAM-D which is MCQ type questionnaires which medical 

professional use for depression severity assessment [13]. 

Beck Depression Inventory (BDI): The BDI is 21 questions which are multiple option types self-report which calculate the 

severity of depression symptoms and feelings based on the response given [14]. 

Patient Health Questionnaires (PHQs): The PHQ-9 has nine questions about person’s mood and daily activities like appetite, 

watching Television which helps Doctor come to a depression diagnosis [15]. The PHQ-2 asks the first two questions of the 

PHQ-9.Which is a screening test guide doctor for further processing. 

Zung Self –Rating Depression Scale: It is again short surveys which identify depression levels [16]. 

Centre for Epidemiologic Studies-Depression Scale (CES-D): is a self-reported scale with 20 questions designed for 

caregivers to measure how often they have depression symptoms. A higher score can help doctor to identify risk level of 

depression [17]. 

In EEG based approach physiological signals receive from brain are measured which are real time in nature and cannot 

suppress or hide like facial expressions, audio and textual emotions so it is more authentic and precise only drawback is the 

cost and complexity associate with this approach [18]. 

In social media related approach data in which Text data in various levels and categorize with positive or negative broadly 

and much specific like emphatic, glad etc. databases for textual emotion analysis [18]. 

Many contributors used fusion of above in specific group called multi-modal data in which persons reflect their feelings 

through multiple channels [19], [20], [21]. Which are more accurate and reliable than focusing only on a single modal like 

audio, video, text, or EEG etc. [18],[22].Major research of said domain is as mentioned.  

 

 



Jiger P. Acharya, Dr. Milind S.Shah 
 

pg. 1488 

Journal of Neonatal Surgery | Year: 2025 | Volume: 14 | Issue: 32s 

 

Table 2: Authors contribution of domain related research 

Sr Authors Type Dataset 

1 Becker et al. (1994) Audio/Video Dementia Bank Database Reddit Self-

reported 

2 Valstaret al. (2013) Audio/Video AVEC 2013 

3 Pradhan et al. (2014) Text data SemEval-2014 Task 7 

4 Lieberman et al. (2013) Text data Crisis Text Line 

5 Valstaretal. (2014) Audio/Video AVEC 2014 

6 Gratch J et al. (2014) Audio/Video The Distress Analysis Interview Corpus  

7 Valstaretal. (2016) Audio/Video AVEC 2016 

8 Videbech (2016) Audio/Video /Report The Danish Depression Database 

9 Yates et al. (2017) Text data Depression Diagnosis (RSDD) dataset 

10 Garcia-Ceja et al. (2018) Audio/Video Depression 

11  Anadkat et al. (2022) Audio/Video/Social 

media text/EEG 

FER2013, Ravdess, Kaggle's social media 

dataset, and EEG dataset 

 

3. RESULTS/KEY OBSERVATIONS: 

Visual as major channel for detection: 

Face is the major channel of emotions indication. People reflect their feelings knowingly or unknowingly by their facial 

expression so face is considered as prime part of body for expression so based on this fact Ekman [3] categorize standard 

expression of six fundamental feelings along with Head orientation, posture and movement majorly use to recognize 

depression [7],[8],[24], [25].Girard et al [20] explore strong co-relation between visual direction and depression.  

Table 3: List of major Visual Features for Behavior Detection  

Features Association with Facial Features  

1 Eyelid opening /squinting movement  

2 Outward appearance event with inconstancy with force 

3 Head appearance with direction and deployment 

4 Face  movement 

5 Pupil enlargement/inclination 

6 Iris development 

7 Grin force and term 

8 Eye stare 

9 Dismissal articulation/negative event 

10 Mouth corner appearance 

Below table indicate performances for various approaches  
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Table 4:   Comparison of proposed methods with existing approach  performance evaluation  

Ref No. Year Modality 

 

ImageAudio   Text   EEG   SRI   Colour 

fusion Dataset Accuracy 

[29] 2015 √ √     Decision 

level 

Fer+tfd 47.67 

[30] 2017 √ √     Decision 

level 

Recola 76.00 

[31] 2018 √ √ √    Decision 

level 

Cmu-mosei 49.10 

[32] 2018 √ √ √    Feature 

level 

Iemocap 77.60 

[33] 2020    √   Feature 

level 

Deap 89.53 

[34] 2020 √ √ √    Hybrid Iemocap 73.98 

[35] 2022 √ √ √ √   Weighted 

decision  

Combined 

customized  

93.00 

[35] 2022 √ √ √ √   Weighted 

decision 

level 

Real-world 

collected 

dataset 

67.00 

 

4. DISCUSSION 

Human are expressive through verbal and nonverbal communication channels both channels are important to express feelings 

[3], [4]. Person can remain silent to suppress verbal communication and by fake expression or conceal expression can hide 

real scenario still researcher believes that facial expression is crucial input to present emotional status of person so 

psychologists try to map facial expressions to emotional states. When Person is feeling depression both verbal and nonverbal 

channel give strong indicators [22],[23],[24],[25]. Number of researchers has contributed their work to identify depression 

which closely related with psychology, affective, computer and clinical domains so in real time it’s a multi-challenging task. 

As domain start with Psychology, Computer Science and Clinical domain and last long to social domain the major key 

challenges are mentioned as under to map psychological domain to computer and validate it with behavioral/clinical 

predictions [22].  

➢ Psychology versus Computer Science: Psychology and Computer science have complexity and dependency in their 

specific domain. 

➢ Natural versus posed expression: There are vast differences in actual and acted expressions. The expression 

intensity, reality, and movement of muscles at macro and micro expressions play a major difference in expression 

execution. 

➢ Expression versus Emotion: Expression is movement of muscles while Emotions are related to heart. Expression 

can fabricate or acted but emotions are pure. 

➢ Static versus Dynamic analysis: Static image analysis is still image based while dynamic or video-based analysis 

has many frames which required being process. 

➢ Transitions among expressions and fusion expression: When transition of expressions occurs fixed out one 

expression is quite difficult and separate expression individually from fusion expression are quite challenging. 

➢ Variations in intensity level of facial expression: The intensity difference between expressions is subjective which 

is based on age, race, sex and ethnicity so take a decision globally quite challenging. 

1. Deliberate versus spontaneous expression: some time execution of spontaneous expression differs from deliberate 

expression. 

2. Head orientation and scene complexity: Head is major region where expression execution happen so extract region 



Jiger P. Acharya, Dr. Milind S.Shah 
 

pg. 1490 

Journal of Neonatal Surgery | Year: 2025 | Volume: 14 | Issue: 32s 

 

of Interest (ROI). 

3. Neural Network limitation to train and execute Neural Network model we required large and variety amount of data 

which is a big challenge. 

4. Spatial temporal setting during data collection: as in Image processing spatial temporal data play a crucial role and 

as it is very sensitive to light carefully data collection required in real time environment so standard metrics and 

requirement of wild implementation play a big role. 

5. Emotional classes versus data classes in data labeling: Mapping of emotions classes and standard labeled data are 

big challenges. 

6. Over fitting versus generalization: Balancing these two events is a quite difficult for any Neural Network. 

7. Diagnostic criteria, clinical instruments, and performance metrics which have wide variety globally 

8. Clinical specificity as many psychiatric and medical disorders-occur. 

9. Temporal dynamics important in psychomotor retardation 

10. Diversified large samples cultures, ethnicities, ages, and genders etc. 

Depression is among leading cause of disability in each age group globally and affects health care system severely. Millions 

of affected and likely to be affected persons require 

psychologicaland/orclinicaltreatments.Itmoreaffectedtowomanasbeforeandafterpregnancy their hormones and body get 

changed. Teenagers are more emotional vulnerable and more connection to internet, social media, virtual world make 

situations worst. If depression can be detected in initial stage it can cure with little care else situation may become worst. 

To all who have directly or indirectly motivated us to do little contribution to society by developing automated depression 

detection tool which effectively identified depression via a small set of quiz while attempting psychology related 

questionnaires person’s mental health is estimated and while attempting quiz person’s video is captured so visual and/ or 

vocal features are analyzed and matched with depression features if all result are inline Person is advice to take care of mental 

health visit for clinical advice for further treatment. 
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