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ABSTRACT 

The recent surge in the frequency and sophistication of cyber-attacks, coupled with the proliferation of smart devices, has 

posed significant cybersecurity challenges. While cloud computing has revolutionized modern business operations, its 

centralized architecture complicates the deployment of distributed security mechanisms, thereby increasing the risk of both 

accidental and malicious data breaches due to the vast amount of information exchanged between users and providers. 

Among these threats, malicious insiders with elevated access privileges pose a particularly severe risk. This study proposes 

a machine learning-based system to detect and classify insider threats by systematically identifying anomalous behaviors 

indicative of privilege escalation. To improve detection accuracy, ensemble learning techniques were employed across 

multiple algorithms, including Random Forest (RF), AdaBoost, XGBoost, and LightGBM, utilizing a customized dataset 

derived from the CERT insider threat dataset. Initial results indicated that LightGBM outperformed other models in overall 

accuracy. However, further experimentation revealed that Support Vector Machine (SVM) achieved the highest classification 

performance, particularly in identifying subtle insider behaviors. These findings suggest that a hybrid approach combining 

SVM with ensemble models could further enhance the robustness of insider threat detection systems. 

 

Keywords: Privilege Escalation, Insider Threat Detection, Cloud Security, Machine Learning, Ensemble Learning 

Algorithms.  

1. INTRODUCTION 

Multiple studies have been presented regarding detecting irregularities and vulnerabilities in network systems to find security 

flaws or threats involving privilege escalation. But these studies lack the proper identification of the attacks. This study 

proposes and evaluates ensembles of Machine learning (ML) techniques in this context. They utilized the ‘‘CERT Insider 

Threat Tools’’ dataset since obtaining genuine business system logs is extremely challenging. Employee computer actions 

logs are included in the CERT dataset and certain organizational data such as employee’s departments and responsibilities. 

They built insider-threat detection models to emulate real world companies using machine learning-based methods. Privilege 

escalation attacks involve an attacker gaining higher-level access permissions than originally intended, potentially 

compromising the entire cloud infrastructure. Traditional security measures may not be sufficient to detect and prevent these 

sophisticated attacks. This research explores the integration of machine learning into cloud security to fortify defences against 

privilege escalation threats. To detect privilege escalation attempts, our system employs supervised machine learning models 

trained on historical data and anomaly detection algorithms. These models analyse patterns of user behaviour, system 

interactions, and access requests to identify deviations from normal activities. By continuously learning and adapting to 

evolving threat landscapes, the system can identify suspicious activities indicative of privilege escalation attempts. 

2. LITERATURE REVIEW 

Le et al. [9] discussed that insider threats are among the most expensive and difficult-to-detect forms of assault since insiders 

have access to a company’s networked systems and are familiar with its structure and security processes. A unique set of 

challenges face insider malware detection, such as extremely unbalanced data, limited ground truth, and behavioral drifts 

and shifts. Machine learning is used to analyze data at several levels of detail under realistic situations to identify harmful 

behaviors, especially malicious insider attacks. Random Forest beats the other ML methods, achieving good detection 

performance and F1-score with low false positive rates in most situations. The proposed work achieved an accuracy of 85% 

and a false positive rate of only 0.78%. 

Janjua et al. [10] discussed that preventing malicious insiders from acting maliciously in an organization’s system is a 

significant cybersecurity challenge. The paper’s main goal is to use several Machine Learning approaches to classify email 

from the TWOS dataset. The following supervised learning techniques that have been used on the dataset are Adaboost, 

Naïve Bayes (NB), Logistic Regression (LR), KNN, Linear Regression (LR), and Support Vector Machine (SVM). 
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Experiments reveal that AdaBoost has the best classification accuracy for harmful and non-malicious emails, with a 98% 

accuracy rate. Although the model was trained on the original dataset, the data is limited. The model’s results may be 

improved if the dataset is bigger.   

Tripathy et al. [12] discussed that conventional web-based and cloud apps are vulnerable to the most popular online threats. 

One of the greatest threats to a SaaS application is the SQL injection attack. They construct and test the classification for 

SQL attack detection using machine learning methods. They explore the ability of machine learning models to identify SQL 

injection attacks, including the AdaBoost Classifier, Random Forest, and Deep Learning utilizing ANN, TensorFlow’s Linear 

Classifier, and Boosted Trees Classifier. More important than malicious reading activities are malicious writing operations. 

The random forest classifier surpasses all others on the dataset and obtains better accuracy 

Sun et al. [13] discussed that the network is becoming increasingly integral to businesses and organizations. So there is an 

increase in network security threats. Data leakage incidents from 15 nations and 17 industry groups were examined for 

Ponemon’s 2018 Cost of a Data Breach Study, with 48% being malicious operations. While insiders’ faulty actions were the 

cause of 27% of the incidents. They used the tree structure technique to study user behavior and create the feature sequence 

in this article. To distinguish between the feature patterns and detect unusual users, the COPOD approach is adopted. 

Additionally, the detection effect outperforms the standard unsupervised learning approach. Processing vast amounts of 

complicated and diverse data using this way provides benefits. 

Liu et al. [15] discussed that information communication technology systems are increasingly vulnerable to cyber security 

attacks, most of which come from within the organization. Detecting and mitigating insider threats is a complicated challenge 

because insiders are hidden behind enterprise-level security defense measures and frequently have privileged network access. 

By gathering and reassembling information from the literature, they present the many types of insiders and the threats they 

bring. Insider threats are of three types: Masquerader, Traitor, and Unintentional perpetrator. Prevention may be viewed as 

a set of defensive procedures that can help prevent or enhance the identification of various internal threats. They examine 

the suggested efforts from a data analytics viewpoint, presenting them in terms of host, network, and contextual data 

analytics. Meanwhile, relevant studies are analyzed and compared, with a brief overview to show the benefits and drawbacks.  

Abdelsalam et al. [24] discussed a Deep Learning-based malware detection technique (DL). Employing raw, process 

behavior (performance metrics) data, the study demonstrated the usefulness of using a 2D Convolutional Neural Network 

(CNN) for malware detection. The study illustrates the effectiveness of the proposed method by first developing a standard 

2D CNN model which does not include the time window, and then making comparisons it to a newly developed 3D CNN 

model that greatly enhances detection accuracy, because of the use of a time window as the third dimension, thereby 

minimizing the problem of mislabeling. Results revealed a reasonable accuracy of 79% on the testing dataset by using 2D 

CNN. 

3. METHODOLOGY 

In recent exponential rise in attack frequency and sophistication, the proliferation of smart things has created significant 

cyber security challenges. Even though the tremendous changes cloud computing has brought to the business world, its 

centralization makes it challenging to use distributed services like security systems. Valuable data breaches might occur due 

to the high volume of data that moves between businesses and cloud service suppliers, both accidental and malicious. 

Attackers target data sources because they have the most valuable and sensitive information. Every cloud user’s privacy and 

security are affected if data is lost. Insider threats are harmful operations carried out by people with authorization. With the 

fast growth of networks, many companies and organizations have established their internal networks. Malicious insiders 

become a crucial threat to the organization since they have more access and opportunity to produce significant damage. 

Unlike outsiders, insiders possess privileged and proper access to information and resources. Insider risks may be defined 

and addressed using criteria including insider indications, detection approaches, and insider kinds. There are two sorts of 

analysis intervals: real-time, which may identify malicious activity in real-time, and offline anomaly detection, which gathers 

log data and looks for certain patterns. 

Dataset Selection & Preprocessing 

The CERT Insider Threat Dataset is used as the primary data source for detecting privilege escalation attacks. This dataset 

contains logs of employee activities, including authentication attempts, file access, and system interactions. Data 

preprocessing involves cleaning, normalization, and feature extraction to ensure meaningful input for machine learning 

models. Key features such as user behavior patterns, access anomalies, and authentication logs are selected to enhance 

detection accuracy. 

Machine Learning Model Implementation 

Supervised learning techniques—including Random Forest (RF), AdaBoost, XGBoost, and LightGBM are employed to 

classify user activities as normal or suspicious. These models analyze user interactions such as login frequency, privilege 

usage, and resource access patterns. 
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To enhance detection robustness, ensemble learning strategies are applied, combining multiple model outputs to improve 

predictive accuracy. 

For a majority voting ensemble, the final classification decision is given by: 

𝑯(𝒙) = mode{𝒉𝟏(𝒙), 𝒉𝟐(𝒙), … , 𝒉𝒏(𝒙)} 

For boosting methods like AdaBoost, the combined classifier is: 

𝑯(𝒙) = sign(∑𝛂𝒕𝒉𝒕(𝒙)

𝑻

𝒕=𝟏

) 

Where: 

ht(x): individual weak learner at iteration 

αt : weight assigned to ht based on performance 

These models are trained on a customized subset of the CERT insider threat dataset, ensuring relevance to real-world cloud 

behavior. 

3.2 Performance Evaluation 

The performance of each machine learning model is quantitatively assessed using standard classification metrics: accuracy, 

precision, recall, and F1-score. Let 

TP, TN, FP, and FN represent the true positives, true negatives, false positives, and false negatives, respectively. The 

evaluation metrics are mathematically defined as follows: 

𝑨𝒄𝒄𝒖𝒓𝒂𝒄𝒚 =
𝑻𝑷 + 𝑻𝑵

𝑻𝑷 + 𝑻𝑵 + 𝑭𝑷 + 𝑭𝑵
 

𝐏𝐫𝐞𝐜𝐢𝐬𝐢𝐨𝐧 =
𝑻𝑷

𝑻𝑷 + 𝑭𝑷
 

𝐑𝐞𝐜𝐚𝐥𝐥 =
𝑻𝑷

𝑻𝑷 + 𝑭𝑵
 

Among the evaluated models, LightGBM achieves the highest overall detection accuracy, indicating its effectiveness in 

identifying insider threats across varied scenarios. However, Random Forest (RF) and AdaBoost demonstrate superior 

performance in detecting specific types of anomalies, such as behavioral biometrics deviations and abnormal command 

execution patterns. This suggests that while LightGBM is well-suited for general-purpose detection, RF and AdaBoost are 

valuable for specialized threat categories. Furthermore, Support Vector Machine (SVM), when included in the evaluation, 

surpassed all models in terms of overall precision, recall, and F1-score, highlighting its robustness and suitability for 

deployment in high-risk, real-world security environments. 

3.3 Real-time and Offline Detection 

The system operates in two complementary modes: 

Real-time Detection: Continuously monitors user activity streams and triggers alerts for anomalous behavior. 

Offline Detection: Periodically analyzes historical logs to identify long-term behavioral deviations. 

To quantify anomaly, the following z-score–based anomaly detection is used: 

Anomaly Score =
|𝒙 − 𝛍|

𝛔
 

Where: 

𝑥 = observed value 

μ = mean (expected value) 

σ = standard deviation 

3.4 Integration with SIEM Systems 

The ML-based detection system is integrated with Security Information and Event Management (SIEM) platforms, which 

centralize logs, correlate threat patterns, and provide actionable alerts. 

Each detected anomaly is scored for risk prioritization using a weighted model: 
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Threat Score𝒊 = 𝒘𝟏 ⋅ 𝑨𝒊 +𝒘𝟐 ⋅ 𝑪𝒊 

Where: 

w1,w2 are weights, 

Ai could represent anomaly score, 

Ci could represent context score or confidence level. 

This integration ensures that detected threats are not only identified but also contextually assessed, enabling swift incident 

response. 

4. RESULTS AND DISCUSSIONS 

 

Fig 1: Train & Test Results 

Among the evaluated machine learning models, Support Vector Machine (SVM) exhibited the highest classification accuracy 

of 98.02%, making it the top-performing model in this study. This result is derived from a quantitative assessment using 

standard performance metrics, as visualized in both tabular and graphical formats. The significant accuracy achieved by 

SVM demonstrates its superior ability to distinguish between normal and anomalous behavior patterns within the insider 

threat dataset. 

In the tabular results, SVM stands out by surpassing all other classifiers, including ensemble-based approaches such as 

Random Forest and Gradient Boosting. This underscores the model’s effectiveness in handling high-dimensional behavioral 

data where decision boundaries may be non-linear and complex. The consistent precision in its performance output suggests 

that SVM can reliably reduce false positives and false negatives in sensitive security environments. 

 

 

Fig 2: Visualization Report 

The bar chart visualization further reinforces SVM’s dominance, with its accuracy bar peaking visibly above all others at the 

98.02% mark. This graphical evidence complements the numerical data, offering an intuitive and impactful representation 

of the model's effectiveness. Such high performance highlights SVM as a robust and dependable candidate for real-world 

insider threat detection systems, especially in scenarios requiring precise classification of user activities to prevent privilege 

escalation and other malicious behaviors. 
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5. CONCLUSION  

Malicious insiders pose a significant threat to organizational security due to their authorized access and deeper knowledge 

of internal systems. Unlike external attackers, insiders can leverage their legitimate privileges to carry out stealthy and 

damaging attacks. This paper proposed a machine learning-based approach for detecting and classifying insider threats, 

utilizing a customized dataset derived from multiple files of the CERT insider threat dataset. Four ensemble-based supervised 

learning algorithms Random Forest (RF), AdaBoost, XGBoost, and LightGBM were applied, and their performances were 

evaluated using key classification metrics. Among these, LightGBM achieved an impressive accuracy of 97%. Further 

experimentation revealed that Support Vector Machine (SVM) achieved the highest classification accuracy of 98%, 

highlighting its potential as a leading model for insider threat detection. These findings demonstrate that machine learning 

models can significantly aid in early identification and mitigation of privilege escalation attacks, thus supporting secure 

cloud-based environments and enhancing organizational resilience against insider threats. 

6. FUTURE SCOPE 

Future enhancements include expanding the dataset for improved generalization, integrating deep learning techniques for 

better anomaly detection, enabling real-time threat identification, and adopting adaptive learning to handle evolving attacks. 

Additionally, incorporating explainable AI and integrating with advanced SIEM systems will enhance the robustness of 

insider threat detection in dynamic environments 
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